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Preface

The landmark legislation that Congress enacted during the 1960s and 1970s

to protect the environment and individual health and safety has come in-

creasingly under attack in the last two decades. Collectively, this legislation is

known as “risk regulation” because it addresses the risk of harm that tech-

nology creates for individuals and the environment. Employing a utilitarian

philosophy and analytical tools such as cost-benefit analysis, the critics claim

that risk regulation is excessive and irrational, wasting millions of dollars that

could be put to more productive uses. Supporters of risk regulation deny

these claims, and they argue that cost-benefit analysis is inappropriate for

evaluating risk regulation. The supporters, however, do not employ a sys-

tematic theme similar to the critics’ use of utilitarianism. Unlike the critics,

who are all singing the same tune, the supporters of risk regulation have ap-

peared to be singing different tunes.

Risk regulation appears to lack a common theme for several reasons. As

this book explains, Congress clearly rejected utilitarian premises as the basis

for the risk reduction legislation, but it did not specify another unified set of

premises as the basis for the legislation. The legislation also appears to be

disjointed because it employs a number of different regulatory standards,

rather than basing regulation on a common cost-benefit standard. It is also

difficult to see a universal basis for risk regulation because of its complexity.

The relevant statutes take up hundreds of pages in the U.S. Code.

As academics who have written about risk regulation for the past twenty

years, and who have participated in the debate over the wisdom of current

risk regulation, we were challenged by the apparent lack of a unifying scheme

or set of ideas that may explain risk regulation. There are environmental

philosophies that support important aspects of risk regulation, but risk reg-
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ulation protects consumers and workers in contexts that do not relate to en-

vironmental protection. Moreover, important risk regulation statutes, such

as the Clean Air Act, seek to protect both the environment and the public

health. Environmental philosophies can explain this health protection as an

effort to return the environment to its prior, cleaner status (or to prevent its

deterioration), but people also directly value the act’s public health goals.

This book responds to the vacuum we perceive: is there a common basis

or set of ideas that can explain, clarify, and provide a basis for analyzing risk

regulation? Our original intuition was that Congress designed risk legislation

to be a lawyer’s system of decision-making. That is, it employs methods of

analysis that are familiar to lawyers (and perhaps for that reason are un-

pleasing to economic analysts). In turn, we were led to an emerging litera-

ture that explores the affinity between the American philosophical tradition

of pragmatism and the role of judicial review in our legal system.1 Propo-

nents of pragmatism contend that it offers a useful methodology for ad-

dressing how judicial review should function. One of the principal propo-

nents of using pragmatism to guide judicial review, Professor Daniel Farber,

has suggested that pragmatism might play a similar role in the context of en-

vironmental policy.2 Professor Farber’s suggestion led us more broadly to

consider whether pragmatism furnishes the missing basis for risk regulation.

We concluded that it does.

Our claim is that the structure of risk regulation is consistent with prag-

matic principles, and that pragmatism is an appropriate baseline from which

to design and implement risk regulation. In response to the critics’ reliance

on utilitarian principles, we contend that pragmatism offers a better way of

conceiving and implementing risk regulation than the economic paradigm

favored by its critics.

Although Professor Farber pointed the way, his book offers only a brief

justification for applying pragmatism to environmental law. Moreover,

whereas Professor Farber considers environmental policy, we address the

body of risk reduction regulation enacted primarily in the 1960s and 1970s,

which, besides environmental law, also includes other safety and health re-

gimes, such as those administered by the Occupational Safety and Health

Administration, the National Highway Traffic Administration, and the Food

and Drug Administration. As we explain in Chapter 1, all of this legislation
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shares a common denominator. These laws are designed to reduce human

and environmental injury before it occurs. We are therefore interested in

justifying this essential trait and in explaining how it relates to other impor-

tant social values, particularly avoiding adverse economic impacts attribut-

able to reducing these risks.

We extend the use of pragmatism in analyzing risk regulation in two

other ways. In Chapter 3 we map a structure of risk regulation that has not

been previously recognized. Our map allows us to identify the key common

features of risk reduction legislation. Our argument that risk regulation stat-

utes are consistent with pragmatic principles is based on the key common

features of risk regulation identified in this map. Finally, we break new

ground by applying pragmatic principles to relevant important issues of risk

policy: the role of regulatory impact studies (Chapter 7), the debate over al-

ternative regulatory methods (Chapter 8), the importance of incremental

adjustments to regulatory policy (Chapter 8), and the comparative suitability

of alternative forms of regulatory oversight (Chapter 9).

The possibility that pragmatism might play this role would come as no

surprise to the founders of the American philosophical tradition of pragma-

tism. As originally conceived by, among others, Charles Sanders Peirce, Wil-

liams James, and John Dewey, pragmatism was the dominant mode of social

analysis in the early decades of the twentieth century. Pragmatism, according

to Charles Anderson, “shaped the distinctly American disciplines of political

science and institutional economics,” “greatly influenced our theories of

philosophy, education, and law,” and “formed part of the intellectual back-

ground for Progressive Reform and the New Deal.”3 Although pragmatism

fell into a relative decline for a time after these events, there recently has

been renewed interest in pragmatism in philosophy and other disciplines—

including law, as mentioned earlier.4

We employ pragmatism in this book not only to support risk regulation

against arguments by its critics but also to agree with some of these criticisms

and level criticisms of our own. Thus, while pragmatism offers a methodol-

ogy or set of ideas to support risk regulation as it was originally conceived, it

also offers a perspective from which risk regulation can be held up to critical

appraisal. In the end, we reject the picture painted by the critics of widely ex-

cessive and irrational regulation, but we do not entirely exonerate risk regu-
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lation either. Our pragmatic perspective leads us to a number of ideas about

how risk regulation might be usefully reformed, although these are often

different reforms than those favored by critics who are influenced by utili-

tarianism.

The journey that produced this book was enabled by the support of two

universities and the comments and criticisms of a large number of people.

Sidney Shapiro is indebted to the School of Policy and Environmental Affairs

(SPEA) at the University of Indiana, which hosted him during a sabbatical,

during which this book was conceived and started. Both of us wish to ac-

knowledge research support from the University of Kansas School of Law.

Sidney Shapiro benefited from faculty workshops sponsored by SPEA and by

the University of Indiana Law School. Both of us benefited by presenting

chapters of this book at faculty workshops at the Chicago-Kent Law School

and at the Environmental Studies Center and the Hall Center at the Univer-

sity of Kansas. Robert Glicksman thanks the participants of a faculty work-

shop at Washington University Law School in St. Louis. We are also indebted

to those who read drafts of various chapters of the book. At the risk of miss-

ing someone, we would like to thank Professors John Applegate, Daniel Far-

ber, Dietrich Earnhardt, Rob Fischman, Lisa Heinzerling, Rosemary O’Leary,

Craig Oren, J. B. Ruhl, and Dan Tarlock.
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Pragmatism and Risk Regulation

he 1950s were a time of unprecedented prosperity in the United

States. Housing starts skyrocketed and highway construction

reached into virtually every corner of the nation. This frenetic development

helped produce a booming economy, but modern technology also extracted

a considerable toll on humans and the environment. Congress responded to

the growing public awareness of these events with an outpouring of legisla-

tion whose scope was unprecedented, even by the standards of the New Deal.

Congress enacted comprehensive changes to air, water, and pesticide regula-

tion; created new agencies to regulate dangerous automobiles, consumer

products, and workplaces; and gave existing agencies, such as the Food and

Drug Administration (FDA), new authority to regulate. According to various

(conflicting) estimates, Congress during this period passed sixty-two con-

sumer protection laws and seven occupational safety and health laws, twenty-

five consumer, environmental, or social regulatory laws, and forty-two laws

to regulate business.1

Until Congress acted, the federal government had little involvement in

solving the various problems that were targeted by the new legislation. In-

stead, the country had relied primarily on the tort system, administered by

the state courts, to address personal and environmental injuries. The tort

system promotes safety by requiring a person who has injured someone else

to pay compensation if the defendant has violated applicable tort rules that

define when compensation is due. Risk regulation, by comparison, seeks to

reduce personal and environmental injuries before they occur by addressing

the potential causes of such injuries—that is, the “risk” of such injuries. Be-

cause risk regulation operates before injuries occur, it does not require that

T
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people die or be injured, or that the environment be harmed, before it goes

into effect. By design, risk regulation is preventative in character.

Since the 1970s, risk regulation has come increasingly under vigorous at-

tack. Criticisms have arisen in academia, particularly among economists who

analyze government regulation, and they have been popularized by well-

financed conservative think tanks in Washington.2 The mantra of these criti-

cisms is that risk regulation is “irrational.” Risk regulation is irrational, they

maintain, because regulators too often address problems that pose minimal

risks to the public or the environment and ignore other more pressing prob-

lems. Risk regulation is also irrational because regulators too often impose

solutions whose economic benefits to the public are millions (or even bil-

lions) of dollars less than the economic costs of the regulation. To address the

problems they perceive, the critics would subject risk regulation to a cost-

benefit test and other decision-making methodologies that generate, in their

view, more rational regulation.

The goal of this book is to examine closely the nature of risk regulation

and its results. Our argument is that risk regulation is “pragmatic,” and that

the results of that regulation likewise have been pragmatic. When we say that

risk regulation is pragmatic, we mean it is consistent with the tradition of

American philosophical pragmatism that dates back to John Dewey. We are

not making a historical claim: we do not assert that the members of Congress

consciously sculpted the legislation in light of pragmatic precepts. We do

claim, however, that the structure of the legislation is consistent with prag-

matic principles and that pragmatism is an appropriate baseline from which

to design and implement risk regulation.

We reject the unrelenting attack on risk regulation by its critics. Risk

regulation is not perfect, some of the criticism of risk regulation is justified,

and we will endorse a number of reforms. The basic structure of risk regula-

tion, as it currently exists, however, better accommodates the difficult policy

issues—particularly the difficult value conflicts—that must be resolved for

regulation to occur than the structure favored by the critics. Moreover, ac-

cording to the existing evidence, risk regulation accommodates these trade-

offs without producing the type of extreme consequences that the critics

claim. Our ultimate conclusion is that pragmatism offers a better way of con-

ceiving and implementing risk regulation than the economic paradigm fa-
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vored by the critics. Our analysis of pragmatism and risk regulation begins

with a description of the origins of risk regulation and the nature of the criti-

cisms that have been made regarding it.

The Origins

Popular consciousness began to focus on the risks associated with modern

technology after scientists discovered the presence of strontium 90 in milk,

apparently as a result of the radioactive fallout from the testing of atomic

weapons. In the early 1960s, Rachel Carson’s book Silent Spring called atten-

tion to the environmental destruction caused by the widespread use of pesti-

cides, while Barry Commoner’s book The Closing Circle warned that, un-

checked, the use of “counter-ecological technologies” could result in envi-

ronmental ruin. These academic warnings were confirmed by events such as

the routine smog alerts in Los Angeles in the 1960s and the Santa Barbara oil

spill in 1969. At about the same time, the public learned that modern medi-

cines could injure, as well as heal, after it was revealed that Frances Kelsey, an

employee of the FDA, almost single-handedly kept thalidomide from being

sold in the United States. Dr. Kelsey acted before it became widely known

that the use of the drug in Great Britain had resulted in serious birth defects

among children whose mothers had taken it while pregnant.3 The issue of

automobile safety came to the public’s attention after General Motors ad-

mitted in a congressional hearing that it had hired private investigators to fol-

low Ralph Nader in order to discredit his book Unsafe at Any Speed.4 Fre-

quent mining catastrophes, such as the death of eighty-eight miners in

Farmington, West Virginia, and the discovery of new occupational diseases,

such as “brown lung,” focused the public on occupational safety and health

risks.5

By the late 1960s, Congress had determined that the tort system, aug-

mented by minimal federal regulation, was incapable of providing an effec-

tive response to the increasing threats to the public health and safety and the

environment attributable to new technologies and development. The legisla-

tion that resulted included several statutes that constitute the heart of risk

regulation. Congress adopted the National Environmental Policy Act (NEPA)

in 1969, the Clean Air Act (CAA) and the Occupational Safety and Health Act
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in 1970, and the Federal Water Pollution Control Act amendments two years

later. In the next decade, Congress added the Consumer Product Safety Act;

Federal Insecticide, Fungicide, and Rodenticide Act; Safe Drinking Water

Act; Toxic Substances Control Act; Comprehensive Environmental Re-

sponse, Compensation, and Liability Act; and the Solid Waste Disposal Act.

Risk Regulation

The environmental and consumer movements that were instrumental in ob-

taining risk regulation were premised on the belief that the operation of pri-

vate markets must be consistent with the social values that citizens establish

through democratic deliberation and lawmaking. The supporters of these

movements also believed that public participation in regulatory decision-

making was necessary to ensure that laws—and the social values they em-

body—were faithfully implemented after their enactment. This section indi-

cates how these beliefs led to two fundamental shifts in the nature of the

regulation of technological risks.

Social Values and Private Markets

In the 1950s, Louis Hartz wrote his famous book, The Liberal Tradition

in America, which perceived wide public support for the political values asso-

ciated with John Locke—especially atomistic individualism, capitalism, and

limited government. Thus, in the Lockean tradition, government is only a

corrective instrument at the margins of economic markets, and the nature of

the federal government in the 1950s reflected that axiom. There was only very

limited federal regulation of the type of hazards addressed by current risk

regulation. Instead, to the extent that such risks were addressed, it was by

state tort law, which, as we explain below, is based upon traditional liberal

principles.

With the 1960s, in Samuel Huntington’s words, came a “spirit of protest,

the spirit of equality, the impulse to expose and correct inequities that were

abroad in the land.” The “themes of the 1960s,” Huntington continues, “were

those of Jacksonian Democracy and the muckraking Progressives; they em-

bodied ideas and beliefs which were deep in the American tradition but which

usually do not command the passionate intensity of the commitment that
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they did in the 1960s.”6 Michael McCann calls the 1960s reformers “public

interest liberals” because, while they agreed with many of the concepts of tra-

ditional liberalism, they also looked to government regulation to right the

wrongs of the time—to regulate in the “public interest.”7

Thus, the supporters of risk regulation believed that a society uses its po-

litical system to establish collective social values that define how citizens will

interact. Once those values are defined, citizens accept the operation of the

market system only to the extent that it does not conflict with collective so-

cial values. As Richard Andrews explains, “In this conceptual framework,

government is . . . [a] central area in which members of society choose and

legitimize . . . their collective values. The principal purposes of legislative ac-

tion are to weigh and affirm social values and to define and enforce the rights

and duties of members of society, through representative democracy.”8 For

supporters of risk regulation, the protection of individuals and the environ-

ment from the harm posed by technology is a preeminent social principle.

Risk regulation implements these collective values.

The importance of protecting human life and the environment led the

1960s reformers to reject tort law as the basis of government regulation of

technological risks. In a tort system, persons who have been injured by cor-

porate behavior have the burden of initiating expensive legal action to prove

that their injury was caused by the defendant’s actions. Moreover, someone

who anticipates a potential injury usually cannot obtain protection against

that risk. Although injunctive relief is theoretically available in actions such as

private nuisance to avoid harms alleged to be the imminent result of techno-

logical development, the courts are reluctant to enjoin such “anticipatory

nuisances” on the basis of the plaintiff’s speculation.

In light of its evidentiary burdens, tort law starts with the baseline as-

sumption that individuals and corporations that operate in private markets

should be free from government regulation until and unless a plaintiff can

compile convincing proof that their conduct has caused an injury to a person

or that person’s property. This baseline comports with traditional liberalism

and its emphasis on limited government, private autonomy, and the protec-

tion of private markets.

The impotence of tort law was vividly demonstrated in the 1960s by the

various prominent accidents and environmental injuries that occurred. Tort
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law failed in part because of what Talbot Page has called “ignorance of mech-

anism.”9 The tort system will not compensate an individual unless that per-

son has convincing evidence that the defendant caused the plaintiff’s injury.

If, however, the injury is allegedly caused by exposure to chemicals or other

by-products of technological activity, few plaintiffs will be able to meet their

burden of proof because the mechanisms of cancer are still not very well un-

derstood. Scientists and policy-makers understood even less about how the

disease is caused and develops in the 1970s, when most risk-reduction statutes

were adopted. The “ignorance of mechanism” is exacerbated by the long la-

tency period that typically elapses between exposure to the disease and its

manifestation. By the time the disease appears it is often impossible to isolate

its cause or causes; the long latency period means that years if not decades’

worth of exposure have already occurred by then. Plaintiffs who sue over en-

vironmental injuries face an even more difficult task. Scientific understand-

ing of the manner in which the by-products of technological development

adversely affect the ecosystems into which they are discharged is, if anything,

even more inadequate than our understanding of cancer mechanisms.10

Risk regulation was a paradigm shift from the common law because Con-

gress authorized regulators to act on the basis of anticipated harm, which

permitted regulators to reduce personal and environmental risks despite an

“ignorance of mechanism.” As John Applegate has pointed out, risk regula-

tion therefore changed the baseline of government regulation in fundamental

ways: “Regulation based on risk permits regulatory action based on ex ante

collective danger rather than ex post individual injury, and also operates pre-

ventively to avert injury to the public as a whole.”11

The Ethyl Corporation case,12 decided in 1976, illustrates this new political

orientation. In that case, the Court of Appeals for the District of Columbia

Circuit considered the authority of the Environmental Protection Agency

(EPA) under the 1970 Clean Air Act. That act gave EPA the power to regulate

gasoline additives whose emission products “will endanger the public health

or welfare.”13 The court determined that EPA could act “before the threatened

harm occurs” and that “no actual injury need ever occur.” This interpretation

was justified because “the very existence of such precautionary legislation

would seem to demand that regulatory action precede, and, optimally, pre-

vent the perceived threat.” In addition, the court refused to insist upon
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“rigorous step-by-step proof of cause and effect” as a prerequisite to regula-

tion, given the precautionary thrust of the legislation and the uncertainty sur-

rounding the effects of exposure to potentially toxic fuel additives. Instead,

EPA was authorized to “apply [its] expertise to draw conclusions from sus-

pected, but not completely substantiated, relationships between facts, from

trends among facts, from theoretical projections from imperfect data, from

probative preliminary data not yet certifiable as ‘fact,’ and the like.” In other

words, EPA could justify regulations using factual determinations, policy

choices, and “predictions dealing with matters on the frontiers of scientific

knowledge.”

Public Participation

The 1960s produced another type of reform that constituted a second

paradigm shift. Studies by Nader’s Raiders documenting the existence of the

failure to regulate corporate abuses convinced the consumer and environ-

mental movements that agencies routinely ignored and subverted “the rule of

law itself—whether it be antitrust law, environmental regulations, freedom-

of-information procedures, or OSHA standards.”14 In light of agency capture,

public interest liberals were “acutely aware that what had been won in Con-

gress could easily be lost in the halls of administrative agencies.”15 Adminis-

trative procedure had failed to prevent “capture,” because the courts, in de-

termining who had the right to appeal an administrative decision, focused ex-

clusively on legitimating the regulation of private property. Because there was

no similar appeal right for statutory beneficiaries, judicial review biased the

regulatory system in favor of those who were regulated. Business interests ad-

versely affected by agency decisions could sue, but when agency decisions

worked against the interests of those who would benefit from regulation, they

could not sue. The courts responded by authorizing lawsuits by statutory

beneficiaries—persons who were supposed to receive protection from a risk-

regulation statute. The courts also adopted other legal doctrines that streng-

thened the ability of statutory beneficiaries, or the public interest groups that

represent them, to hold agencies accountable.16

Congress was also convinced that the procedural playing field was uneven.

It passed open government laws, such as the Freedom of Information Act and

the Federal Advisory Committee Act, which made it more difficult for agen-
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cies to adopt industry-friendly policies behind closed doors that would then

be difficult to dislodge. In 1969, Congress also passed the NEPA, which re-

quired agencies to analyze and disclose to the public the potential environ-

mental impacts of agency actions. The courts soon determined that agency

compliance with these requirements was subject to judicial review. NEPA,

like the open government laws, made it easier for environmentalists and

other public interest groups to monitor agencies, such as the Department of

Agriculture, that were perceived by them to be excessively friendly to corpo-

rate and business interests. Congress also passed legislation to permit persons

who sued the government to collect legal fees, which reduced the transaction

costs of collective action by statutory beneficiaries.

The Critics

Since the 1970s there have been noticeable, and in some cases dramatic, re-

ductions in human and environmental risks posed by modern technology.

Among other things, the air and water are cleaner, toxic emissions have been

reduced, and workplaces and automobiles are safer.17 Yet there has been a

steady drum beat of criticism of risk regulation. As noted earlier, the critics

contend that existing approaches have produced “irrational” regulation. They

attribute this result to the two achievements of the 1960s reformers: the tilt

toward preventative regulation and increased public participation in regula-

tory decision-making.

Irrational Preferences

The critics of risk regulation contend that risk regulation ends up being

irrational because of the interaction of the two important features of risk

regulation. Existing statutes require agencies to regulate technological risks

before the dangers they pose are well understood. Nevertheless, agencies seek

maximum levels of protection in response to the irrational risk preferences of

public interest groups and citizens at large.18

The critics offer several explanations why the public favors what they re-

gard as “irrational” regulation. One explanation, which originated in the

1970s, claims that public interest activists and like-minded agency officials are
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motivated by their hostility to corporations, private markets, and economic

growth. The claim is that they do not, on balance, like free, commercial soci-

ety. According to Paul Weaver, these activists therefore have “little or no con-

cern for the cost and consequences of [their] pursuit.”19 Irving Kristol has

ominously warned that if public interest activists do “not acquire the neces-

sary economic education [about the virtues of free enterprise], the dangerous

result will be the destruction of freedom.”20

Because of this bias, public interest activists are said to ignore scientific

evidence that undermines their arguments for regulation. Edith Efron, for ex-

ample, claims that, during her journalistic study of the proponents of risk

regulation, she “bumped into evidence of such hostility to the objective dis-

ciplines of science, evidence of so aggressive a rejection of facts and logic, that

I could scarcely credit my senses.”21 In Risk and Culture, Mary Douglas and

Aaron Wildavsky reach a similar conclusion based on a sociological investi-

gation. Environmentalism is popular, according to these authors, because it

supports a certain kind of “social criticism.” They claim, for example, that as-

bestos poisoning has received more attention than skin cancer because it

“justifies a particular anti-industrial criticism,” whereas “there is no obvious

way in which the incidence of skin cancer caused by leisure-time sunburn can

be mobilized for criticism of industry.”22

Other critics attribute the irrationality of risk regulation to its susceptibil-

ity to group politics,23 which produces governmental policies that benefit the

interest group or groups that lobby for the policies, but not the public as a

whole. Cass Sunstein, for example, attributes what he regards as the “dra-

conian” provision for regulating toxic substances in the Occupational Safety

and Health Administration’s (OSHA’s) mandate “in part” to the “lobbying

efforts of [labor] unions.”24

Another explanation has received considerable attention because of the

prominence of its author. Justice Stephen Breyer argues that risk regulation is

subject to a “vicious circle” that starts with pervasive public misconceptions

of risks that result from the inevitable limits of public attention and selective

media coverage.25 According to this explanation, Congress responds to these

erroneous public perceptions by going the “last mile” and ordering regula-

tory agencies to eliminate all vestiges of risk, even when experts agree that
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they are not particularly dangerous. Relatedly, to gain public confidence, an

agency is forced to “prove that it has erred on the side of safety” and to adopt

“the public’s risk agenda of the moment.” Thus the political system prevents

more rational regulation because it ties regulators’ hands with detailed legis-

lation based on unreasonable health fears, rather than trusting agency experts

to choose appropriate levels of risk regulation.

Others, such as Cass Sunstein support this scenario by claiming that public

perception of risks is subject to cognitive biases and other psychological

processes that distort how individuals perceive risks.26 Thus they contend that

the public evaluation of risk problems differs “radically” from the expert con-

sensus of scientists in the field.

Rational Calculation

In light of these “irrational preferences,” critics of risk regulation seek

to filter demands for regulation through decision-making tools, particularly

cost-benefit analysis, that promote more “rational” public policies. As Debo-

rah Stone explains, “The rational model of decision making is reasoning by

calculation. It rests on estimating the consequences of actions, attaching val-

ues to the consequences, and calculating to figure out which actions yield the

best results.”27 The goal is not only “calculation” but also “comprehensive

analytical rationality.” Tom McGarity explains:

The term “comprehensive” suggests that this kind of thinking ideally explores all

possible routes to the solution of a problem. The term “analytical” implies that it

attempts to sort out, break down, and analyze (quantitatively, if possible) all of

the relevant components of a problem and its possible solutions. The term

“rationality” captures the pride that its proponents take in its objectivity and the

dispassion with which it debates the pros and cons of alternative solutions without

regard to whose ox is being gored.

“In practice,” McGarity concludes, “comprehensive analytical rationality has

been dominated by the paradigms of neoclassical micro-economics.”28 Stone

likewise locates this “rationality project,” as she characterizes what the critics

seek, at the “nexus of rational choice theory, microeconomic efficiency mod-

els, and cost-benefit analysis.”29
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Process Reforms

The critics of risk regulation have secured a number of administrative

procedures that implement their rationality project, and they continue to

seek the adoption of additional legislative and administrative changes. These

reforms, consciously or not, are modeled on the previously mentioned

NEPA. As noted, NEPA requires agencies to analyze and disclose to the pub-

lic the potential environmental impacts of agency actions. Similarly, the

White House and Congress have required agencies to study the potential

economic and other impacts of proposed regulatory action and disclose those

impacts to the public. Several presidents have issued Executive Orders that

require agencies to assess comprehensively the potential consequences of risk

regulation. Congress has augmented the Executive Orders with statutory re-

quirements, including the Regulatory Flexibility Act30 and the Unfunded

Mandates Reform Act of 1995.31 Moreover, Congress has attempted to enact a

comprehensive set of amendments to the Administrative Procedure Act

(APA) that would codify and extend the analysis requirements imposed by

Executive Order each year since 1994. These requirements will be described

more extensively in Chapter 7.

The Executive Orders have included a substantive requirement prohibit-

ing agencies from promulgating any regulation whose costs are greater than

its benefits, but the orders do not apply when this test is inconsistent with the

statutory mandate the agency is implementing. As we will explain in greater

detail in Chapter 3, almost all of the risk regulation statutes reject a cost-

benefit test as the standard to determine the level of risk regulation. Thus,

although agencies are required to calculate and publicize the anticipated costs

and benefits of their actions, regulators are not legally bound to promulgate

regulations that pass a cost-benefit test. Many critics of risk regulation there-

fore seek a legislative change that would prohibit enactment of any risk regu-

lation that does not pass a cost-benefit test. In 1995, Congress considered such

a change, known as the “supermandate,” as part of the Contract with Amer-

ica, but it was dropped in order to gain more support for later versions of that

legislation.32
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Pragmatism and Risk Regulation

The critics object to the “irrational” way that risk regulation is implemented,

which they attribute to the inability of citizens to assess risks objectively, the

outcome of interest group politics, the hostility of public interest liberals to

corporations and private markets, and a lack of concern about the economic

efficiency of regulation. Consistent with those concerns, Congress and Presi-

dents Reagan, Bush, and Clinton required agencies to engage in comprehen-

sive regulatory analysis, including the calculation of anticipated costs and

benefits, in order to mitigate these pathological tendencies.

This book contests the basic premises of the critics of risk regulation. Our

analysis proceeds in five steps. Chapter 2 elaborates on the nature of philo-

sophical pragmatism and its relationship to risk regulation. Chapter 3 de-

scribes the basic structure of risk regulation. Chapter 4 demonstrates how this

structure is consistent with pragmatic principles. Chapter 5 rejects the prem-

ise that comprehensive analytical rationality will produce better public poli-

cies than decision-making methods that utilize pragmatic principles. Finally,

Chapter 6 finds that the most persuasive evidence is that risk regulation does

not produce the excessive costs claimed by its critics.

Although risk regulation is not nearly as defective as its critics claim, it is

also not without its flaws. The final three chapters of the book describe the

problems of risk regulation and analyze the remedies favored by its critics in

light of pragmatic principles. Chapter 7 considers the role of regulatory analy-

sis. Chapter 8 discusses the debate over methods of regulation. Finally,

Chapter 9 discusses how to promote accountable risk regulation.

Conclusion

This chapter has painted a broad picture of the beliefs of the proponents and

critics of risk regulation. These descriptions undoubtedly ignore many of the

subtleties of the arguments about risk regulation made by academics, policy

writers, and politicians. Thomas McGarity, for example, seeks to capture the

multifaceted nature of the debate about risk regulation by dividing the sup-

porters and critics into five groups.33 Nevertheless, our description is suffi-
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cient to indicate the remarkable shift in regulatory policy accomplished by

risk regulation and the main thrust of the criticisms since that time.

Although the debate over risk regulation is well-traveled territory, this

book is among the first to consider the usefulness of pragmatism as the basis

for risk policy, and it is the first to claim that the existing statutory structure

of risk regulation reflects pragmatic principles. Our claim is that the design of

risk regulation in this country reflects a pragmatic understanding of the rela-

tionship between technological risks, regulatory politics, scientific under-

standing, and social goals. Our further claim is that pragmatism offers a

method of deciding risk issues that is preferable to the comprehensive ana-

lytical rationality favored by the critics of risk regulation.



_
||
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Principles of Pragmatic Risk Regulation

his chapter provides the foundation for our claims that pragma-

tism generally explains, justifies, and provides a basis for critiqu-

ing risk regulation. We first identify several key themes of pragmatism, and

we then extrapolate six principles of pragmatic risk regulation from those

themes. Subsequent chapters analyze specific risk regulation policies and ap-

proaches from the perspective of pragmatism and either argue in favor of

their retention or propose specific reforms.

Philosophical Pragmatism

Although there is no settled definition of pragmatism, it is possible to identify

several key themes that have relevance for regulatory policy, particularly risk

regulation. These themes support the characteristics of pragmatic risk regula-

tion that we recommend later in the chapter.

Rejection of Foundationalism

First, and perhaps foremost, pragmatists are antiessentialists. Pragma-

tists believe that it is not possible to find universal, certain foundations for be-

lief because “truth is provisional, grounded in history and experience, not

fixed in the nature of things.”1 There are, as Richard Rorty states, “no essences

anywhere in the area.”2 Pragmatists therefore reject a “picture of reasoning in

which both the acceptable methods of reasoning and their permissible raw

materials are specified in advance.”3 This means that no particular discipline

or culture has a privileged view of knowledge or truth.4 Pragmatists therefore

find little value in pursuing metaphysical concepts such as “truth” or “reality.”

T
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When first adopted, this viewpoint constituted a major break with the

then-dominant philosophical approaches. Until the pragmatists, philoso-

phers envisioned a dualistic conception of human beings consisting of a

“spiritual or immaterial mind somehow lodged in a material body.”5 In this

account, “human knowledge of an objective, material and external world

must somehow be built up from subjective and immaterial impressions and

ideas occurring in an internal and intangible mental medium.”6 As Thomas

Grey explains, the pragmatists’ innovation was to reject mind-body dualism

and treat inquiry or thought as a “mode of the human organism’s activity, an

adaptive product of biological and cultural evolution.”7

Instrumentalism

The pragmatists’ rejection of foundationalism leads to a second general

theme of pragmatism. If there are no essential truths, how does the pragma-

tist determine the value of an idea or claim? In the words of William James,

the “cash-value” of an idea is assessed “in terms of practical experience.”8 As

James explained, “The true is the name for whatever proves itself to be good

in the way of belief, and good, too, for definite and assignable reasons.”9 The

value of an idea or belief therefore arises out of criticism of existing ideas and

beliefs. A new idea is valuable when it serves the community better than an

existing belief. In Louis Menand’s useful phrase, a belief is true when “hold-

ing the belief leads us into more useful relations with the world.”10

Inasmuch as the early pragmatists considered a belief to be true when it

was more useful than a prior understanding in explaining or clarifying the

world around us, they valued those ideas that had the capacity to solve social

problems. Following Darwin, they understood the human capacity for in-

quiry as one that “evolve[s] as a problem-solving capacity, oriented towards

survival.”11 The founders of pragmatism therefore regarded “thinking as an

adaptive function of an organism, practical in the sense that it was instru-

mental.”12 As John Dewey observed, “If ideas . . . are instrumental to an active

organization of [a] given environment, to a removal of some specific trouble

or complexity . . . they are reliable, good[, and] true.” By comparison, “[if]

they fail to clear up confusion . . . they are false.”13
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Critical Community of Inquiry

The third theme of pragmatism relates to how pragmatists determine

whether an idea leads to “more useful relations with the world.” Ideas are

“true” in this sense when they are accepted by a “critical community of in-

quiry.” A critical community of inquiry is a group of persons, who, after

study, debate, and deliberation, accept an idea or belief as superior to a prior

understanding in explaining the world or resolving a problem. Richard Bern-

stein explains: “[It] is only by submitting our hypothesis to public critical

discussion that we become aware of what is valid in our claims and what fails

to withstand critical scrutiny. It is only by the serious encounter with what is

other, different, and alien that we can hope to determine what is idiosyn-

cratic, limited, and partial.”14

The concept of critical community of inquiry encourages pragmatists to

make critical judgments about the validity of analytical and empirical claims.

This distinguishes philosophical pragmatism from “political” pragmatism.15 It

is common to describe policy-makers, particularly politicians, as “pragmat-

ic,” but this refers to their willingness to ignore important principles in order

to reach a consensus or to solve a problem. By comparison, a critical com-

munity of inquiry is an attempt to vet the usefulness of policy ideas based on

critical scrutiny and close analysis. The concept was derived from the prag-

matists’ understanding of the scientific method. Peirce, for example, under-

stood the scientific method as “testing one’s ideas in practice, and maintain-

ing an attitude of fallibilism toward them.”16

Dewey connected the scientific method, critical communities of inquiry,

and democratic decision-making. According to Kloppenberg, “Dewey valued

the scientific method because it embodied an ethical commitment to open-

ended inquiry wherein human values shaped the selection of questions, the

formulation of hypothesis, and the evaluation of results.” He “conceived of

the idea of a scientific community as a democratically organized, truth-

seeking group of independent thinkers” who tested their results against

“pragmatic standards.”17 Dewey regarded the state as analogous to a scientific

society because citizens likewise were “engaged in an ongoing, experimental

search for an increasingly durable conception of the public order.”18 Thus, for

Dewey, citizens were the ultimate critical community of inquiry in a democ-

racy. Regarding social problems, he sought “experimental inquiry combined
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with free and full discussion,” which required “the maximum use of the ca-

pacities of citizens for proposing courses of action, for testing them, and for

evaluating the results.”19

Risk and Contingency

A fourth theme running through the pragmatic tradition concerns the

relationship between risk and the contingent nature of the world around us.

Richard Bernstein explains:

[Another] theme running through the pragmatic tradition [is] the awareness and

sensitivity to radical contingency and chance that mark the universe, our inquir-

ies, our lives. Contingency and chance have always been problematic for philoso-

phy. In the concern with universality and necessity, there has been a deep desire to

master, contain, and repress contingency—to assign it to its “proper” restricted

place. For the pragmatist, contingency and chance are not merely signs of human

ignorance, they are inescapable and pervasive features of the universe.20

Bernstein continues:

[The pragmatists’] insistence on the inescapability of chance and contingency—

on what Dewey called “the precariousness of existence” where the “world is a

scene of risk” and is “uncannily unstable”—conditioned their understanding of

experience and philosophy itself. We can never hope to “master” unforeseen and

unexpected contingencies. We live in an “open universe” that is always at once

threatening and a source of tragedy and opportunity. This is why the pragmatists

placed so much emphasis on how we are to respond to contingencies—on devel-

oping the complex of dispositions and critical habits that Dewey called “reflective

intelligence.”21

Pluralism

Finally, by rejecting foundationalism, pluralism has no choice but to

consider any belief or thesis open to further interpretation and criticism.

Pragmatism is therefore pluralistic in the sense that it is willing to consider a

plurality of traditions, perspectives, and academic orientations. Thus prag-

matism’s mission, as Gene Shreve notes, is “to test, clarify, and mediate im-

pulses generated elsewhere within a large community of ideas.”22

Since pragmatism draws its understanding of the world from a plurality of
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traditions, perspectives, and academic orientations, it is not possible to create

an all-comprehensive, internally consistent meta-account of pragmatic be-

liefs. The test of a pragmatic belief is not its coherence to some theoretical set

of consistent beliefs, but its correspondence to the world in which we live.

Despite its possible lack of internal coherence, pragmatic reasoning can offer

a more persuasive account of the world in which we live. As Peirce explained,

an argument built on a “chain” of reasoning is “no stronger than its weakest

link.” By comparison, a pragmatic argument is a “cable,” and even though its

“fibers may be ever so slender,” the argument itself is “strong” if its fibers are

“sufficiently numerous and intimately connected.”23 Daniel Farber and Su-

zanna Sherry use a different metaphor to make the same point. A pragmatic

approach is more like a “web,” because it draws on many sources, than a

“tower, built on a single unified foundation.”24

Summary

To summarize, the pragmatist rejects the concept that the rationality of

a belief can be established by reference to a metaphysical concept. Instead, an

idea is rational if holding it leads to more useful relations with the world. In

public policy, an idea has this attribute when it solves some specific com-

plexity or problem better than existing beliefs and understandings. The prag-

matist determines “what works” through a critical community of inquiry in

which existing ideas are subject to criticism and debate. This process mimics

scientific inquiry in the sense that the citizens are engaged in an ongoing,

experimental search for a durable conception of the public order. In this

process, an idea is rational when it is accepted, at least for the present time, by

the critical community as useful to public policy. The pragmatist recognizes,

however, that determining the worth of an idea—its capacity to improve soci-

ety—may be a complicated task in light of the inescapable role of contin-

gency and chance in the universe. This is one reason that the pragmatist

considers it essential to consider a plurality of traditions, perspectives, and

academic orientations. As a result, pragmatic beliefs are often composed of

disparate ideas in the sense that they arise from different sources. Because

pragmatism draws from different traditions and disciplines, a pragmatic

understanding has the potential to better explain some aspect of the world in
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which we live. The value of any such “cable” or “web” of ideas, however, is

ultimately determined by whether it is persuasive to the relevant community

of inquiry.

Ends and Means

Pragmatism is relevant to determining both what are appropriate goals for

society and what is the most appropriate way to achieve those goals. More-

over, pragmatism is constantly willing to reconsider both ends and means.

Dewey believed that “‘inquiry’ in the widest sense—that is, human dealings

with problematical situations—involves incessant reconsideration of both

means and ends.”25 Both means and ends are open to debate because prag-

matism rejects foundationalism. In Dewey’s view, “[It] is not the case that

each person’s goals are cast in concrete in the form of a ‘rational preference

function’ somehow mysteriously imbedded in his or her individual mind, or

that all we are allowed to do so as long as we are ‘rational’ is to look for more

efficient means to these immutable but idiosyncratic goals or values.”26 Thus

a particular “means” may be very effective at serving a particular “end,” but

pragmatism will consider arguments that the end itself is inappropriate. As

Hilary Putnam explains, any “inquiry has both ‘factual’ presuppositions, in-

cluding presuppositions as to the efficacy of various means to various ends,

and ‘value’ presuppositions, and if resolving our problem is difficult then we

may well want to reconsider both our ‘factual’ assumptions and our goals.”27

The willingness of pragmatism to question society’s goals leads skeptics to

question whether pragmatism ultimately has any core values that permit the

analyst to decide which social options are valuable. While pragmatism has no

substantive content of its own, it avoids an analytical muddle by adopting

and clarifying existing values relevant to the problem at hand. A pragmatist,

as Frank Michelman indicates, “envisions political argument as a kind of

ethical argument that is culturally and historically situated and conditioned

but that also proceeds without foundations.” Thus it is “animated and con-

strained by a consciousness of its situation within, and answerable to, a public

normative culture and history—within and to, if you like, a normative prac-

tice.”28
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Although pragmatism is anchored by the normative culture and history of

a society, the pragmatic method does not necessarily produce clear answers to

pressing social problems. The difficulty is that our society adheres to a num-

ber of important social values, and some of these may be in conflict con-

cerning a specific issue. Charles Anderson observes, for example, that despite

the importance of liberal principles in American culture and history, it is pos-

sible to construct “very different” social goals starting from essentially the

same liberal premises. According to pragmatism, Anderson continues, a per-

son cannot demonstrate that any one of these goals is uniquely rational and

beyond disinterested criticism or reasonable doubt. Thus the decision con-

cerning which goal (or goals) to apply to particular kinds of cases and contro-

versies inevitably requires “an act of judgment.”29 That is, the pragmatist must

determine how best to reconcile a value conflict.

When a conflict between social values arises, the pragmatic approach seeks

to reconcile collective judgment and social principles in the best manner pos-

sible, recognizing that particular problems may require difficult trade-offs. At

the same time, the pragmatic method is always open to additional criticisms

of the trade-off that has been made. In the end, however, society accepts such

a criticism only if it serves the community better than the existing arrange-

ment.

Pragmatic Risk Regulation

Our discussion of pragmatism so far has been at a general level. To be useful

in workaday deliberations, however, pragmatism must generate, in Charles

Anderson’s words, “standards of pertinence and soundness.”30 In this section,

we suggest a number of such characteristics drawn from the pragmatic

themes discussed earlier. In subsequent chapters, we connect our support of

risk regulation, as well as our criticisms of it, to these characteristics.

Widely Shared Social Values

In pragmatism, public policy should reflect widely shared values that

arise from a society’s political culture and history. Because pragmatism pro-

ceeds without foundations, it considers the extent to which different social

values impact a given problem and what solutions they may require. There is
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no basis for ignoring a value that is an important part of a country’s political

culture. The test of the wisdom of a solution to a problem is the extent to

which it accommodates social values that are implicated by the nature of the

problem. When these values conflict, pragmatism attempts the difficult task

of finding solutions that accommodate conflicting values to the greatest ex-

tent possible.

Risk regulation inevitably involves a trade-off between the protection of

individuals and the environment, and the costs of providing such protection.

In other words, there is a value conflict—how does one decide between pro-

tection and cost? One way of deciding how to make this trade-off is to use a

cost-benefit decision-making standard. This method would protect individu-

als and the environment up to the point where the economic costs of doing

so are greater than the economic benefits of such protection, as these are con-

ventionally measured using economic measurement techniques. As Chapter 1

discussed, many critics of risk regulation seek adoption of this approach.

Congress, however, has almost universally rejected the use of a cost-benefit

standard to determine the trade-off between protection and the costs of pro-

tection. Instead, as Chapter 3 will demonstrate, Congress generally employs

two alternative techniques: constrained balancing and open-ended balancing.

Our argument is that the employment of these alternative techniques by

Congress is distinctly pragmatic. It is pragmatic because these alternative

methods do a better job of reconciling the conflicting values at stake in risk

regulation decisions. These alternatives are preferable to a cost-benefit stan-

dard because they better recognize the fundamental value of protecting hu-

man life, avoiding damage to individuals, and preserving and improving the

environment in which we live. As Chapter 4 will develop, the goal of these al-

ternatives is to maximize protection of individuals and the environment to

the extent possible consistent with taking economic costs into account.

This goal—the maximum level of protection to the extent possible—is

more consistent with widely held fundamental social values than an eco-

nomic decision-making standard. Under a cost-benefit standard, harm to in-

dividuals or the environment does not warrant any special consideration be-

yond the economic value of preventing additional deaths or environmental

damage revealed by market transactions. The objective of this economic ap-

proach is to achieve the “optimal” level of injury, death, and environmental
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degradation. In short, there is no recognition that for most people the pro-

tection of human life and the environment has a fundamental value that is

unrelated to economic measurements. By comparison, existing laws recog-

nize these important shared values. Rather than seeking the optimal level of

fatalities, injury, or environmental damage, the current policy seeks the

maximum level of protection consistent with taking economic costs into ac-

count. In short, existing policy seeks to do the “best we can” to protect indi-

viduals and the environment, rather than treating individuals and the envi-

ronment as economic units whose protection is determined by utilitarian cal-

culations.

Opponents of risk regulation raise the objection that risk policy has been

unsuccessful because current policies have produced economic costs greatly

in excess of their economic benefits. A pragmatic approach to risk regulation

must take these allegations seriously because economic efficiency itself is an

important social value. In Chapter 5 we examine these claims of excessive

regulation and find them unpersuasive. For the reasons that we will discuss,

the calculation of costs and the benefits of risk regulation can be extremely

difficult, and reasonable estimates often vary widely. The critics choose val-

uations that support their criticisms, but other equally plausible evaluations

indicate that risk regulation generally meets its objective of maximum pro-

tection consistent with taking costs into account.

Current laws seek to reconcile, as best we can, the cost of human and envi-

ronmental protection with the recognition that protecting human life and the

environment is invaluable. This approach is distinctly pragmatic because it

honors the fundamental value of human and environmental protection with-

out ignoring the costs that such protection entails. In other words, it attempts

the difficult task of finding solutions that accommodate fundamental social

values and the cost of protection to the greatest extent possible.

Bounded Rationality

In pragmatism, the value of a policy is dictated by its success under

actual conditions rather than by its consistency with theoretical precepts. As

noted earlier, pragmatists consider a belief to be true when “holding the be-

lief leads us into more useful relations with the world.”31 A pragmatic ap-

proach to risk regulation therefore rejects as impractical the “comprehensive
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analytical rationality” sought by the critics of risk regulation. Instead, it starts

from the central insight of the literature on organizational decision-making

that “bounded rationality” inevitably applies in the contexts in which organi-

zations actually operate.

The “behavioral” school of organizational decision-making, led by Her-

bert Simon and James March,32 originated the idea that institutional decision-

making is subject to “bounded rationality.” Simon’s essential insight was that

decision-making in any institution is “bounded” by time, resources, and cog-

nitive constraints that make it virtually impossible to verify that the solution

chosen is optimal. In other words, an effort to find the “best” solution to a

problem will be hindered by time and cost constraints that limit the search

for alternative solutions and information for measuring which solution is

better. In addition, individuals are subject to significant cognitive limitations

that restrict their ability to make the judgments necessary to pick an optimal

solution. As Charles Lindblom recognized years ago:

For complex problems, [the effort to formalize rational policy formation] is of

course impossible. Although such an approach can be described, it cannot be

practiced except for relatively simple problems and even then only in some modi-

fied form. It assumes intellectual capacities and sources of information that men

simply do not possess, and it is even more absurd as an approach to policy when

the time and money that can be allocated to a policy problem is limited, as is al-

ways the case.33

The impossibility of engaging in comprehensive rationality forces indi-

viduals to engage in what Simon called “satisficing,” which involves finding “a

course of action that is satisfactory or good enough.” To satisfice is to take

into account “just a few of the factors of the situation regarded as most rele-

vant and crucial.” Thus, the best that organizations can do is to rely on habits,

practices, and tests, such as “rules of thumb” or “heuristics,” that take into

account real-world limitations.34 Although organizations do not employ com-

prehensive rationality, satisficing is rational because the organization is at-

tempting to secure its goals in the face of the limits on human knowledge and

reasoning. Thus “behavior in organizations is, if not wholly rational, at least

in good part intendedly so.”35

In light of bounded rationality, when the critics of risk regulation argue

that risk reduction should be controlled by a cost-benefit standard, they can-
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not claim as an advantage that this methodology accomplishes comprehen-

sive rationality or that it represents the “optimal” solution to balancing costs

and benefits. As Charles Anderson recognizes, Simon and Lindblom “argued

against the cognitive possibility of idealized utilitarianism, represented as the

comprehensive cost-benefit analysis, as a workable conception of practical

reason.”36

Although cost-benefit analysis cannot accomplish comprehensive ration-

ality, its supporters who recognize this limitation argue that it still should be

used to decide regulatory issues, although its limitations must be taken into

account. This presents a pragmatic issue. Under conditions of bounded ra-

tionality, is a cost-benefit standard more likely than current approaches to

improve the policy process in terms of the aims that Congress has adopted for

risk regulation? For the reasons we explain in Chapter 4, the reality of bound-

ed rationality and other insights of the organizational literature support the

current laws over reliance on a cost-benefit standard.

This is not to say that pragmatic administration would ignore what risk

analysis, cost-benefit analysis, or other analytical techniques might teach us

in a particular situation. Under pragmatism, current beliefs are always open

to revision in light of new knowledge or arguments. As we explain in Chapter

7, however, a pragmatic approach would change how these sources of infor-

mation inform risk regulation in recognition of their limitations in informing

public policy analysis.

Incremental Decision-making

A characteristic idea of the pragmatic tradition is efficacy in practical

application. Pragmatism seeks those solutions that work out most effectively.

Building on this orientation, Charles Lindblom made his famous recommen-

dation that “muddling” through is often the most rational way to proceed. In

light of bounded rationality, he proposed that government rely on incre-

mental steps that permit administrators to adjust decisions over time.37 Lind-

blom’s endorsement of incrementalism echoes Dewey’s recommendation

that government should try different policies in the spirit of establishing a hy-

pothesis for approaching solutions to problems.38

Lindblom’s recipe of “muddling through” does not want for critics who
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object to the lack of analytical rigor in an incremental process. In particular,

critics contend that because strategies like satisficing and incrementalism fail

to consider the “big picture,” administrators too often fail to establish ra-

tional priorities, engage in unproductive or counterproductive strategies, and

miss opportunities for more productive policies. These complaints, of course,

are similar to the criticisms of risk regulation described in Chapter 1. For

critics of risk regulation, the process is already too incremental. As we discuss

in Chapter 8, agencies can do better than “muddling through” in terms of ra-

tionalizing their approach to risk protection.

Nevertheless, because pragmatism understands that efforts such as prior-

ity-setting are subject to bounded rationality, pragmatists accept that a degree

of “muddling through” is inevitable. In particular, pragmatists understand

that agencies are often unable to engage in the type of comprehensive deci-

sion-making that the critics of risk regulation favor. Following Lindblom,

pragmatic risk regulation does not attempt to obtain regulatory perfection in

its initial decisions, but it does adjust those decisions in light of new informa-

tion and new developments. The incremental nature of decision-making

flows directly from the limits imposed by bounded rationality on initial deci-

sion-making. Policy is experimental in the sense that regulators adjust deci-

sions in light of experience and knowledge that was unavailable to them when

the initial decision was made.

Although current risk regulation provides for an incremental system of

regulation, it should do more to allow policy-makers to adjust policies, cor-

rect mistakes, and take into account new scientific and technological devel-

opments. At the present time, there is too much emphasis on trying to perfect

regulatory decisions on the front end, at the time when agencies promulgate

regulations that require risk reduction. The risk regulation process would be

more incremental if regulators made adjustments on the back end, by ad-

justing the impact of regulations through time extensions, waivers, rule

amendments, and other forms of ex post alterations. The regulatory process

could also be made more incremental if agencies developed better procedures

for review of existing regulations. In Chapter 8 we argue that these types of

adjustments are more likely to fine-tune the process than greater reliance on

cost-benefit analysis or other techniques of comprehensive rationality.
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Theory versus Practice

The existing approaches to risk regulation are hardly perfect. Critics

have succeeded in exposing some of the maladies of risk regulation for all to

see, and from a distance their alternative approaches may look preferable.

The enthusiasm for reform is augmented in some cases by an ideological at-

tachment to the underlying theory of the reform. Economic analysts, for ex-

ample, endorse a cost-benefit standard because it is consistent with their

utilitarian outlook.39 With its instrumental emphasis, however, pragmatism

requires a close examination of both the existing approach and the approach

that critics favor to replace it. Rather than relying on the theoretical advan-

tages of changing an existing approach, pragmatism requires evidence of the

superiority of that change.

Pragmatism embraces the potential for reform because it is also open to

new evidence and argument about the desirability of existing arrangements.

Nevertheless, on the basis of the existing evidence, we are not prepared to en-

dorse wholesale reform of risk regulation. As we discuss in Chapter 8, the

policy literature fails to show the clear superiority of many reforms popular

with critics of risk regulation. A pragmatic approach is skeptical about whole-

sale reform for another reason. The regulation of human and environmental

risk is extraordinarily diverse and complex. What works in one situation may

be totally inappropriate in another. Thus reforms may hold great promise in

one situation but not another.

Administrative Discretion and Flexibility

A pragmatic approach to risk regulation recognizes the necessity of

administrative discretion and flexibility. Pragmatism does not leave bureau-

cracy unchecked, but it recognizes that, in comparison to other governmental

decision-makers, administrators are in the best position to implement risk

policies, because they are in the best position to exercise the judgment that

risk regulation inevitably requires.

A pragmatic approach to risk regulation understands the reality that regu-

latory decisions normally involve choices by regulators that are policy, rather

than scientific, issues. As discussed earlier, it is often impossible to determine

which policy choice is optimal, because of limitations of knowledge, time,
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and understanding. For this reason, pragmatism favors incremental decision-

making and experimentation. Even with these adjustments, regulatory deci-

sion-making inevitably requires individual judgment. As a matter of relative

competence, regulators are in a better position to exercise the necessary judg-

ment than other governmental decision-makers, including the President’s

staff and individual members of Congress. The reason is that regulators oper-

ate within a critical community of inquiry in an agency that is devoted to and

specializes in the regulatory issues faced by the agency. This agency commu-

nity is simply more acquainted with the day-to-day details and difficulties of

regulatory decisions than the communities of inquiry that operate in the

White House, Congress, and the federal judiciary, which are not specialized

in the same way.40

No one can deny that regulators sometimes use their flexibility and dis-

cretion in ill-advised ways. Pragmatism therefore seeks to preserve adminis-

trative discretion and flexibility, while making regulators accountable to

elected officials and the public. This is a difficult balancing act, because it re-

quires oversight by elected officials and judges of agency decisions that is

neither too intrusive nor too lenient. In Chapter 9 we consider efforts by

critics of risk regulation to increase regulatory oversight by elected officials

and the courts. Critics look to these overseers to correct the irrational risk

policies that they believe agencies produce. In assessing these efforts, our

guiding principle is that of relative competence. Agencies should have discre-

tion and flexibility to make difficult policy decisions for which regulators are

likely to have more experience and expertise.

Public Participation

Pragmatism believes that good public policy results from open debate,

inquiry, implementation, and re-evaluation. As discussed earlier, Dewey re-

garded the state as analogous to an ideal scientific society in which citizens are

engaged in an ongoing experimental search for “an increasingly durable con-

ception of the public order.”41 Thus pragmatism favors administrative ar-

rangements that promote public participation in risk decisions and disfavor

arrangements that hinder it. In Chapter 9 we consider methods of political

and judicial oversight and how they measure up against this characteristic.

As noted earlier, the promotion of public participation in risk regulation
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was an important achievement of the consumer and environmental move-

ments during the 1960s and 1970s. The critics of risk regulation have sought to

reduce citizen access in response to their perception that risk regulation is

overly sensitive to the irrational demands of the public for protection. A

pragmatic system of risk regulation is suspicious of such efforts. Dewey be-

lieved in the “capacity of human beings for intelligent judgment and action if

proper [that is, democratic] conditions are furnished.” A key condition was

the ability of individuals to converse freely. Dewey predicted that “[a]nything

that blocks communication engenders ‘antagonistic sections and factions’

and undermines democracy.”42

To ensure that proper democratic conditions are met, pragmatism empha-

sizes the importance of transparency and openness in regulatory decision-

making. As noted earlier, the adoption of open government laws and prac-

tices was another of the achievements of the reformers during the 1960s and

1970s. This principle is relevant to several aspects of risk regulation. As we will

elaborate in Chapter 4, for example, reliance on cost-benefit analysis and

other utilitarian forms of calculation makes it more difficult for the public to

understand and contribute to regulatory decision-making because decisions

center on disputes over scientific and mathematic modeling and calculation.

The issue of openness and transparency also arises in Chapter 9, in which we

emphasize the importance of publicly accountable legislative and presidential

oversight of regulators.

Conclusion

The guiding idea of this book is that the American philosophical tradition of

pragmatism can explain, justify, and critique the basic policies and ap-

proaches to risk regulation adopted in legislation passed during the 1960s and

1970s. This tradition contains a number of themes that are relevant to risk

regulation. Pragmatists reject foundationalism, value ideas on the basis of

their practical effects, determine the practical effect of ideas by experimenta-

tion and re-evaluation, understand that effects are difficult to measure be-

cause events are subject to contingency and change, and are willing to use

different perspectives to understand the world in which we live. Drawing on

these themes, we argue that pragmatic risk regulation would have several
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characteristics. A pragmatic approach to risk regulation attempts to accom-

modate widely held and conflicting social values implicated by risk reduction,

and it acknowledges how “bounded rationality” confounds efforts to under-

stand and reduce risks. Pragmatic risk regulation requires proof that reforms

will work in actual practice, and it requires that regulators have sufficient dis-

cretion and flexibility to adopt appropriate policies. In developing those poli-

cies, regulators should use incremental approaches. Finally, a pragmatic ap-

proach to risk regulation seeks decision-making methods, particularly open-

ness and transparency, that promote public participation in risk decisions.

Professor Daniel Farber’s book Eco-Pragmatism has started an incipient

debate about the usefulness of pragmatism as a guide to environmental pol-

icy.43 Essentialists, as one could easily predict, are highly critical. Environmen-

tal foundationalists reject his willingness to accommodate concerns over

costs,44 while libertarians reject his willingness to accommodate an ecological

perspective.45 Others, while willing to endorse pragmatism, have reservations.

Professor J. B. Ruhl faults pragmatism for a “lack of passion”: “Maybe prag-

matism does not lend itself to being passionate. Maybe passion is not a prag-

matic virtue. But why is that—why is no one willing to [lie] down in the road

in the name of being pragmatic?”46

We do not think that pragmatism’s commitment to being open-minded

requires one to abandon passionate beliefs. Pragmatism does not require a

community to give up its strong commitment, even its passionate commit-

ment, to its important social values. We strongly believe in the protection of

individuals and the environment. We regard the value of human life and the

environment as fundamental. The fact that we acknowledge the economic

costs of achieving this protection does not lessen our commitment to protec-

tion. It does indicate that, as pragmatists, we understand the reality that no

society can achieve absolute protection of its citizens or its environment.

Thus pragmatism requires us to accommodate concerns about costs without

giving up our strong belief in the intrinsic value of human life and protection

of the environment, and to convince others to do likewise.

Further, pragmatism does not require a community of inquiry to regard

every argument as worthy of its attention. Pragmatism entails practical dis-

course and practical judgment. Based on this process, a community is enti-

tled to reject an approach, belief, or solution as inappropriate or unconvinc-
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ing. While it is necessary to accommodate important social and conflicting

values, a community is entitled to conclude that one way of reaching an ac-

commodation is better than others. We strongly believe that the pragmatic

method leads to the conclusion that the existing structure of risk regulation is

a better way of accommodating concerns about the cost of risk regulation

with conflicting social values than the economic approach favored by so

many. We also strongly believe that the evidence cited by the economic crit-

ics of risk regulation, when carefully considered, is unpersuasive. Readers, of

course, will reach their own conclusions.

Lisa Heinzerling acknowledges useful aspects of pragmatism, but she re-

jects it as the guiding ethic for protection of the environment because it can-

not be “transformative.” For Heinzerling, pragmatism is “just too calculating,

too timid a word for the experimental, contextual, skeptical, and most of all

transformative attitude that I have in mind.” She therefore proposes a version

of environmentalism that, while it shares many of pragmatism’s traits,

“would not shrink from encouraging adjustments, even radical adjustments,

in human attitudes, habits and behavior.” In the end, she notes, it is difficult

to believe that “a ‘transformative’ environmentalism could call itself ‘prag-

matic’ and still be transformative.”47

Pragmatism can lead to transformation, but only through the process of

debate and revelation by relevant critical communities of inquiry, and typi-

cally only on the basis of practical knowledge and experience. Thus pragma-

tism favors a more plodding approach to public policy than the radical

transformations that Professor Heinzerling wishes to encourage. Despite this

inherent caution, we believe that the transformation Heinzerling seeks can

only come about in a pragmatic manner. It is no news that there are many

strong opponents of risk regulation, and that they have mounted challenging

arguments about the high costs and other dysfunctions of risk regulation

which they perceive. We believe that the best way to refute these arguments is

with the type of practical discourse and reason that we have undertaken in

this book. Likewise, we believe that the best way to build the case for a strong

commitment to risk regulation is in the same manner. The American political

tradition is complex and multifaceted, and the discourse that best suits it is

the one that was home grown: the American philosophical tradition of prag-

matism.
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The Structure of Risk Regulation

hen Congress decided to address the risks of technology, it

filled up thousands and thousands of pages in the U.S. Code

with dense, turgid text that only a lawyer could love. Despite the level of de-

tail, these laws have two common features that give them a similar and rela-

tively simple structure. Risk regulation legislation can be characterized ac-

cording to the choice by Congress of a “statutory trigger” and “statutory

standard.” As John Applegate has pointed out, these features are inevitable

components of risk regulation, inasmuch as they define the situation that

needs correction and the objective to be achieved by regulation. In Table 3.1

we organize most of the prominent examples of risk legislation according to

these two aspects. Most of the statutes listed in the table were enacted during

the 1970s, although some, such as the Safe Drinking Water Act (SDWA), have

been amended since that time. A few statutes have been recently enacted,

such as the 1990 ozone depletion amendments to the Clean Air Act (CAA)

and the 1996 amendments to the Accountable Pipeline Safety and Partnership

Act (APSPA).

Once the enormous detail of risk reduction legislation is stripped away, it

is possible to see the two essential features of risk regulation. First, Congress

has designed the statutory triggers in light of the “ignorance of mechanism”

discussed in Chapter 1. As discussed earlier, when Congress adopted risk reg-

ulation, it rejected the common law paradigm in favor of a regulatory system

that would reduce technological risks before they caused significant harm to

individuals and the environment. Congress accomplished this goal by de-

signing statutory triggers that permit the government to act on the basis of

anticipated harm. This chapter identifies the nature of these statutory triggers

and indicates why they have that effect.

W
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table 3.1

Structure of Regulation

Statutory Standards

Statutory
Triggers

Risk- or Ambient
Quality–Based Phaseout

Constrained
Balancing

Open-Ended
Balancing

Cost-Benefit
Balancing

No Threshold FDCA
Delaney
Clause
(1958)

FDCA
Pesticide
Residues
(1996)

CWA
Existing Sources

(1972, 1977)
New Sources

(1972)

CWA
Ambient
Quality

Standards
(1972)

Risk
Threshold

CAA
Ozone

Depletion
(1990)

CAA
Nonattainment

(1977, 1990)
PSD

(1977)
NESHAPS

(1990)
Mobile Sources

(1970)
New Sources
(1970, 1990)

CAA
NAAQS/

SIPs
(1970)

Significant
Risk
Threshold

OSH Act
(1970)
SDWA
(1996)
RCRA
LDRs
(1984)

CERCLA
(1980, 1986)

Unreason-
able Risk
Threshold

TSCA
PCBs

(1976)

NTMVSA
(1966, 1994)

TSCA
(1976)

FIFRA
(1972)

CPSA
(1972, 1981)

APSPA
(1994, 1996)

source:  Acts cited in the table (citations in the text).

Second, Congress in choosing statutory standards has almost universally

rejected a cost-benefit test as the basis for setting the level of regulation.1 Of

the twenty-two laws we cover, only two set the level of regulation based on a

cost-benefit standard, and only one of those requires a demonstration that

the benefits of regulation exceed its costs. Instead, Congress relies primarily

on two alternative methods of balancing costs and benefits: constrained and
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open-ended balancing. Sixteen of the twenty-two laws identified in Table 3.1

use one or the other of these alternative forms of determining the stringency

of risk regulation. This chapter identifies the nature of these statutory stan-

dards and indicates how they balance regulatory costs and benefits.

Statutory Triggers

The statutory trigger establishes the evidentiary burden that an agency has to

meet in order to regulate a toxic substance or other hazard.2 Agencies operate

under one of four triggers: “no threshold,” a threshold based on the existence

of a “risk,” “significant risk,” or “unreasonable risk.”

No Threshold

An agency subject to a no threshold trigger is empowered to regulate

once it establishes that a substance or other hazard has been introduced into

the environment, workplace, or other location at which public exposure is

possible. There is no requirement that the agency demonstrate that the public

or the environment is exposed to the substance or hazard at a level (or to an

extent) that causes some actual harm or risk of harm. For example, the Food

and Drug Administration (FDA) is authorized to regulate color or food addi-

tives if they cause cancer in animals or humans, regardless of whether the

substances pose a cancer risk that is above some threshold.3 Thus, the FDA

does not have to prove that an additive poses more than a de minimis risk in

order to regulate.

Risk-Based Threshold

An agency operating under the next two thresholds, by comparison,

must demonstrate that the risk to the public or the environment exceeds some

threshold. Under a “risk-based threshold,” an agency must prove that the pub-

lic or the environment is exposed to a substance or hazard at a level (or to the

extent) that is potentially dangerous. For example, the Environmental Protec-

tion Agency (EPA) is authorized under the CAA to regulate those new station-

ary sources of air pollution that may cause or contribute to “air pollution

which may reasonably be anticipated to endanger public health or welfare.”4
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Significant Risk Threshold

A “significant risk-based threshold” further increases the agency’s bur-

den of proof. An agency operating under this third kind of statutory trigger

must prove that the public or the environment is exposed to a substance or

hazard at a level (or to an extent) that is “unacceptable.” For example, the

statutory trigger for the Occupational Safety and Health Act (OSH Act) re-

quires that regulation be “reasonably necessary or appropriate to provide safe

or healthful employment and places of employment.”5 Although this lan-

guage is similar to the risk-based trigger in the CAA, described earlier, the Su-

preme Court interpreted the OSH Act to require proof of a “significant risk.”6

The Court did not give precise guidelines as to when such a risk exists, al-

though it observed that a risk of one in a thousand of dying from exposure to

a carcinogen is significant, whereas a risk of one in a billion is not.

Unreasonable Risk Threshold

The final category, “unreasonable risk threshold,” reflects the most re-

strictive evidentiary requirement. An agency seeking to regulate under such a

statute must do more than simply show that the quantum of risk posed by a

targeted activity passes some threshold level of significance. Instead, the

agency must demonstrate that any risk it desires to regulate is unreasonable

in the sense that the activity generating it produces human or environmental

costs that are not justified by the economic and social benefits it yields. For

example, EPA cannot limit the use of a pesticide under the Federal Insecti-

cide, Fungicide, and Rodenticide Act (FIFRA) if the pesticide will perform its

intended function without “unreasonable adverse effects.”7 FIFRA defines

“unreasonable adverse effects” as unreasonable risks to man or the environ-

ment, “taking into account the economic, social, and environmental costs

and benefits of the use of any pesticide.”8

Risk Prevention

The statutory trigger sets the evidentiary burden that an agency has to

meet in order to be able to regulate a toxic substance or other hazard. Starting

at the top of Table 3.1 with a “no threshold” trigger, the evidentiary burden
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increases as you move down the left column of the chart, with an unreason-

able risk trigger constituting the heaviest evidentiary burden. Most of the laws

(sixteen of twenty-two) use triggers that create less than the maximum evi-

dentiary burden and, in particular, most fall in the middle categories—risk

threshold or significant risk threshold.

Congress has not been consistent in choosing risk thresholds, but there is a

clear pattern that reflects a preference for evidentiary thresholds that are eas-

ier, rather than more difficult, to meet. The critics of risk regulation blame

this aspect of risk regulation for contributing to the irrational risk policies

that they perceive. We will evaluate this claim in the next three chapters.

Statutory Standards

The second structural element consists of the statutory standard, or the stan-

dard that specifies the level or stringency of regulation.9 The standards vary

in terms of what factors an agency is to take into account in setting the level

of regulation. In the first category, risk- or ambient quality–based standards,

agencies can regulate without consideration of economic factors. In the sec-

ond category, the cost of compliance may be at least an implicit justification

for phasing out a risk-creating substance over time, instead of imposing an

immediate ban. Under each of the remaining statutory standards, cost is an

explicit factor that the regulatory agency must consider in determining the

level of regulation, although the three standards vary concerning the nature

of the relationship between regulatory benefits and the resulting costs of

compliance. The last standard, cost-benefit balancing, requires the most

finely tuned balancing of regulatory costs and benefits.

Risk- or Ambient Quality–Based Standard

If regulation occurs under a “risk or ambient quality–based” standard,

an agency is empowered to impose such regulation as is necessary to achieve

one of two related results. The level of regulation must be sufficient either to

protect against a designated risk of harm to health or the environment (that is,

risk-based) or to achieve some safety, health, or environment-based goal (that

is, ambient quality–based), such as air or water clean enough to protect the

public health. For example, the Delaney Clause of the Food, Drug, and Cos-
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metic Act (FDCA) bars the FDA from characterizing a food additive as safe if

it has been found to induce cancer in humans or animals.10 The 1996 amend-

ments to the Delaney Clause establish a different, less absolute risk-based

statutory standard for pesticide residues in food. Under the amendments, EPA

is authorized to issue a tolerance (that is, an exemption) from a general statu-

tory prohibition on adulterated food if there is a reasonable certainty that no

harm will result from aggregate exposure to pesticide chemical residues.11

The category of risk- or ambient quality-based standards typically requires

an agency to estimate the relationship between exposure to a risk and the

harm that can result. A risk- or ambient quality–based standard requires the

agency to construct a dose-response curve that indicates the relationship

between the level of exposure and the extent to which the public or the envi-

ronment is at risk of being harmed. These kinds of standards are the only

ones reflected in Table 3.1 for which the cost of achieving the standard is ir-

relevant to its establishment.12

Phaseout

In a limited number of instances since the inception of risk regulation,

Congress has ordered or mandated that a regulatory agency order the phased

ban of a particular risk-creating substance. For example, the 1990 CAA

amendments adopted a series of prohibitions on the production and con-

sumption of chemicals harmful to the stratospheric ozone layer, prohibitions

that were phased in over a period of years.13 The statute itself designates some

chemicals subject to the prohibitions,14 and EPA is authorized to ban or phase

out additional chemicals that meet the statutory trigger.15 Unlike the first kind

of standard, phaseouts take cost into account. By deciding to eliminate the

regulated substance, Congress has recognized that it poses a risk level that

warrants regulation. Instead of immediately banning the substance’s manu-

facture or use, however, Congress phases it out over a period of time. In the

case of the CAA’s ban on the manufacture of ozone-depleting substances,

that period extends for up to forty years. The reason for the delay is presuma-

bly the adverse economic impact and related practical difficulties (such as the

unavailability of substitutes) of eliminating the substance more expedi-

tiously. Congress thus considered cost to a degree that regulatory agencies

may not when they promulgate risk- or ambient quality–based standards.



THE STRUCTURE OF RISK REGULATION 37

Constrained Balancing Standard

If regulation takes place under a “constrained balancing” standard, reg-

ulation is based on the balancing of potential harm attributable to the tar-

geted activity and regulatory compliance costs in a manner directed by Con-

gress. That directive, however, does not require the agency to refrain from

regulating beyond the point at which regulatory costs and benefits are

equivalent. Rather, in this category, Congress typically orders an agency to

accomplish the chosen level of protection or precaution by identifying and

patterning regulatory objectives upon some model technology. For example,

the CAA specifies that each state containing a nonattainment area must re-

quire existing stationary sources of air pollution to implement all “reasonable

available control technology” as expeditiously as practicable.16 A nonattain-

ment area is one that does not meet national ambient air quality standards

(NAAQS) established by EPA. In addition, Congress often directs the agency

to make adjustments in the level of regulation indicated by a model technol-

ogy. The 1996 amendments to the SDWA,17 for example, require EPA to set a

maximum contaminant level (MCL) that comes as close as “feasible” to

achieving the level at which no known or anticipated adverse health effects

will occur, allowing an adequate margin of safety.18 The statute then author-

izes departures from the feasibility-based risk-management standard based

upon comparative risk assessment and cost-benefit analysis.19

Like the second but unlike the first category of standard considered above,

the constrained balancing approach limits the extent of permissible regula-

tion based on its cost, although it does so more explicitly than the phaseout of

a risk-creating substance. When Congress links the level of regulation to the

existence of a model technology, it limits regulatory authority to impose

abatement costs according to the availability of that technology. For example,

consider the standard of “reasonably available control technology” men-

tioned in the last paragraph. That standard establishes a ceiling on the cost of

abatement because a regulated entity can come into compliance by installing

this technology, and the agency may not extract a more onerous commit-

ment than that capable of being achieved by using that technology. The entity

is also free to install a less expensive technology as long as it achieves the same

level of pollution abatement.

In a sense, then, Congress itself balances the cost and benefits of abate-
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ment when it chooses a technology-based standard. Such a standard may be

more protective than a standard that equates costs and benefits, because it

seeks the maximum degree of protection that can be achieved by the model

technology. The Supreme Court recognized this distinction when it decided

that the OSH Act adopted a technology-based standard. Section 6(b)(5) of

the act requires the Occupational Safety and Health Administration (OSHA)

to reduce the exposure of workers to toxic substances. The level of exposure

is to be reduced to the point that “most adequately assures, to the extent feasi-

ble . . . that no employee will suffer material impairment of health or func-

tional capacity.”20 The Court explained:

[A]ll parties agree that the phrase “to the extent feasible” contains the critical lan-

guage in §6(b)(5) for purposes of these cases. . . . “[F]easible” means “capable of

being done, executed, or effected.” . . . In effect, as the Court of Appeals held,

Congress itself defined the basic relationship between costs and benefits, by plac-

ing the “benefit” of worker health above all other considerations save those mak-

ing attainment of this “benefit” unachievable. Any standard based on a balancing

of costs and benefits by the Secretary that strikes a different balance would be in-

consistent with the command set forth in §6(b)(5). Thus, cost-benefit analysis by

OSHA is not required by the statute because feasibility analysis is.21

Similarly, the Fifth Circuit, in a 1998 case involving a challenge to effluent

limitations issued by EPA under the Clean Water Act (CWA), explained that,

in adopting regulations requiring a level of performance achievable through

the application of the best available technology (BAT), “EPA is not obligated

to evaluate the reasonableness of the relationship between benefits and costs.

Indeed, the EPA may prescribe [limitations] whose costs are significantly dis-

proportionate to their benefits, just as long as the BAT determination re-

mains economically feasible for the industry as a whole.” The industry peti-

tioners asserted that the costs of control could not logically be considered

without reference to the resulting amount of effluent reduction. But the court

responded that “[t]he benefit to be achieved from adopting a particular pol-

lution control technology is not an element of that technology’s cost. The

cost of complying with a BAT-based regulation can be gauged by reference to

the cost of the technology itself, even if the benefits of using that technology

are unclear.”22
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Open-Ended Balancing

In constrained balancing, Congress constrains or limits the manner in

which an agency is to balance the costs and benefits of risk regulation, even

though both factors bear on the selection of the appropriate level of regula-

tion. By comparison, statutes containing an open-ended balancing standard

require that agencies consider a variety of factors, including regulatory costs

and benefits, before deciding how to regulate, but tend not to dictate the

weight the agency must place on each factor. The process by which EPA clas-

sifies registered pesticides for restricted use under FIFRA provides an exam-

ple of this type of standard. The agency may impose conditions on a pesti-

cide’s use to the extent necessary to avoid unreasonable adverse effects on the

environment.23 The statute defines unreasonable adverse effects as “unreason-

able risk to man or the environment, taking into account the economic, so-

cial, and environmental costs and benefits” of the pesticide’s use.24

Open-ended balancing standards make cost considerations an explicit

aspect of setting a statutory standard without identifying precisely what role

costs should play in relation to other factors. The absence of that kind of

restriction on agency discretion distinguishes an open-ended from a con-

strained balancing standard. Unlike a cost-benefit standard, discussed next,

the agency is not required to adopt the level of regulation that equates reg-

ulatory benefits and costs.

Cost-Benefit Standard

Finally, a statute containing a statutory standard that dictates cost-

benefit balancing requires that the adopting agency directly compare the re-

lationship between regulatory costs and benefits. The statute may require that

costs bear a particular kind of relationship, such as a reasonable relationship,

to regulatory benefits before regulation may be justified. Regulation by the

Consumer Product Safety Commission (CPSC) of dangerous consumer

products is an example.25 Once CPSC identifies a dangerous product that

meets the statutory trigger, it must make a finding that the benefits expected

from a regulation bear a reasonable relationship to its costs.26 It also must

demonstrate that the regulation adopts the least burdensome requirement

that prevents or adequately reduces the risk of injury for which the rule is
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being promulgated.27 Under a more rigorous version of a cost-benefit stan-

dard, sometimes referred to as “marginal cost-benefit analysis,” the agency is

prohibited from imposing any regulation whose costs to regulated entities

exceed the benefits bestowed by the regulation on health, safety, or the envi-

ronment. The adoption by the Secretary of Transportation of minimum

safety standards for pipeline transportation is subject to the mandate that

regulatory benefits justify regulatory costs.28

Summary

The pattern of statutory standards found in Table 3.1 clearly indicates

the general rejection by Congress of balancing costs and benefits. Only two of

the twenty-two statutes we analyzed use this method of establishing the level

of regulation. Many of the critics of risk regulation, as we have explained, seek

to have Congress adopt a cost-benefit standard for all risk regulation. We will

defend Congress’s choice not to rely on a cost-benefit test in the next three

chapters.

Triggers and Standards

The previous analysis considered statutory triggers and standards in isolation.

The nature of a regulatory regime, however, depends on the combination of a

trigger and standard. In this section, we consider how Congress has matched

statutory triggers and standards. The results indicate that Congress generally

prefers a statutory trigger requiring evidence of risk or significant risk and a

statutory standard that involves constrained or open-ended balancing.

The Options

The statutory triggers and standards, and how they are combined, vary

the burden of proof that the government must meet before it can regulate. As

the reader moves from the top to the bottom of Table 3.1 and from left to

right, the burden of proof changes in two ways. First, it typically becomes

more difficult for the government to fulfill the evidentiary burden imposed

by the statutory trigger as one moves from the top to the bottom of the table.

If an agency cannot meet this burden, it cannot regulate at all. Second, as-
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suming the agency can meet this evidentiary burden, the government is re-

quired to employ more cost-sensitive regulation, or regulation that requires a

greater degree of demonstrated correspondence between regulatory costs and

benefits as one moves from left to right on the table.

This design can be illustrated by considering the most extreme choices

that Congress can make. Regulation under a statute appearing in the upper-

most box on the left side of the chart is the easiest for an agency to promul-

gate and results in regulation that is cost-oblivious. An agency seeking to

regulate under such a statute would not have to demonstrate any threshold of

risk, and it would be empowered to adopt a risk- or ambient quality–based

standard to address the targeted activity regardless of the cost of compliance.

By comparison, a statute appearing in the lowermost box of the right-hand

side of the chart imposes the most rigorous threshold showing upon the

agency governed by it, and it imposes the most stringent constraint on the

agency in terms of the level of regulation that it can impose. An agency seek-

ing to regulate under such a statute would have to demonstrate that an activ-

ity poses an unreasonable risk (because the environmental costs resulting

from the activity outweigh the economic and social benefits it bestows) be-

fore it could regulate at all. Even if the agency could make such a showing, it

could regulate under a marginal cost-benefit standard only to the extent that

the environmental benefits provided by the regulation exceeded its economic

and social costs.

Risk- or Ambient Quality–Based Standards

Congress has avoided selecting risk- or ambient quality–based statutory

standards in most of the risk regulation statutes. The 1958 Delaney Clause and

the 1996 amendments to the FDCA, relating to pesticide residues in food, are

the only important such regimes. Both the Delaney Clause and the 1996

FDCA amendments contain a no-threshold statutory trigger. As described

earlier, the Delaney Clause requires the FDA to ban any color or food addi-

tive that causes cancer in animals or humans, regardless of whether the sub-

stance poses a cancer risk that is above some threshold.29 For this reason,

critics have picked out the Delaney Clause as the prime example of regulation

that goes too far in regulating risk.30 Congress reacted in 1996 by amending

the clause to establish a risk-based standard for the regulation of pesticide



42 THE STRUCTURE OF RISK REGULATION

residues in food. The amendment, also described earlier, authorizes EPA to

permit pesticide residues in food as long as there is a reasonable certainty that

no harm will result from aggregate exposure to these residues.31 At first

glance, the CAA’s national ambient air-quality standard program appears to

represent another example of a risk- or ambient quality–based statutory

standard. We believe, however, that for purposes of our categorization

scheme, it is more appropriate to place the NAAQS in the category of an

open-ended balancing mechanism, because the NAAQS themselves are not

self-implementing in the sense that they do not impose enforceable obliga-

tions on individual sources of air pollution. Rather, the states are responsible

for adopting the individually enforceable controls necessary to achieve the

NAAQS through state implementation plans, and the states may consider an

open-ended array of factors, including cost, in adopting such controls.32

At one time, the CAA also relied on risk-based standards in regulating

hazardous air pollutants. The pre-1990 CAA authorized EPA to establish

emission standards for all hazardous air pollutants, defined as those that

cause or contribute to air pollution which may reasonably be anticipated to

result in mortality or serious illness.33 Each national emission standard for

hazardous air pollutants (NESHAP) had to be set at the level which, in the

Administrator’s judgment, “provides an ample margin of safety to protect the

public health from such hazardous air pollutant.”34 In 1990, Congress re-

placed this approach with constrained-balancing,35 because EPA had adopted

NESHAPs for only eight pollutants in twenty years.36

Phaseout

Congress has generally avoided product or substance phaseouts. Only

two examples could be found among the risk regulation statutes we surveyed,

ozone-depleting substances and PCBs.37 The first of these is tied to a risk-

based threshold. The 1990 CAA amendments adopted a series of prohibitions

on the production and consumption of chemicals that either Congress or

EPA has determined to be harmful or to create a risk of harm to the strato-

spheric ozone layer.38 The other phased-in prohibition, which contains an un-

reasonable risk threshold, applies to the manufacture, processing, distribu-

tion, and use of polychlorinated biphenyls (PCBs),39 a chemical that is widely

recognized as harmful to individuals and the environment.40
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Constrained Balancing

Most legislation protecting humans and the environment involves con-

strained balancing, and almost all of the rest requires open-ended balancing.

The regulation of point sources of pollution under the CWA occurs under

constrained balancing.41 So does regulation under the CAA of pollution lo-

cated in attainment42 and nonattainment43 areas, and of pollution produced by

select major new or modified stationary44 and select mobile45 sources (such as

cars and trucks). EPA also uses constrained balancing to establish emissions

standards for hazardous air pollutants,46 and to regulate activities that threaten

to contaminate drinking water under the SDWA,47 land disposal of hazardous

wastes under the Resource Conservation and Recovery Act (RCRA),48 and the

manufacture, distribution, and use of toxic chemicals under the Toxic Sub-

stances Control Act (TSCA).49 Regulation of workplace health and safety by

OSHA50 and of automobile safety by the National Highway Traffic Safety Ad-

ministration (NHTSA)51 likewise involves constrained balancing. A significant

number of other examples exist, but are not included for the sake of brevity.

The statutory triggers used in the legislation that relies on constrained bal-

ancing vary, but all except the CWA require some threshold finding. NHTSA

regulation52 and EPA regulation under TSCA53 must be based on satisfaction

of an unreasonable risk threshold, while the hazardous air pollutant provi-

sions of the CAA,54 the OSH Act,55 the SDWA,56 and RCRA57 require a finding

of either risk- or significant risk. Moreover, although the CWA legislation ap-

pears to lack a risk threshold, EPA policies have created one.58 Thus most leg-

islation involves a requirement of risk or significant risk.

Open-Ended Balancing

Congress has employed open-ended balancing for four areas of envi-

ronmental and health regulation. The CWA requires states to set ambient

water quality standards for all water bodies within their jurisdiction according

to a mix of economic and environmental considerations. The statute provides

no guidance concerning what weights to assign to any of the relevant factors.59

Similarly, when states adopt plans (called SIPs) to regulate so-called criteria

pollutants under the CAA,60 they can choose the mix of emission controls,

and, in making these choices, weigh economic considerations to whatever ex-
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tent they deem proper.61 EPA also engages in open-ended balancing under the

Comprehensive Environmental Response, Compensation and Liability Act

(CERCLA), also known as the Superfund law, because EPA must consider a

variety of factors (such as cost-effectiveness and adequacy of public health and

environmental protection), none of which are weighted in the statute.62 EPA is

in the same position regarding the regulation of pesticides under the FIFRA.63

Congress’s choice of triggers in this category resembles the choices made

in the statutes that require constrained balancing. Except for the CWA, Con-

gress requires some type of threshold finding, and as noted earlier, EPA poli-

cies require a risk finding for the CWA.64 There is an unreasonable risk trigger

for FIFRA65 and a risk-based trigger for the CAA66 and CERCLA.67

Cost-Benefit Balancing

In all of risk regulation, only two statutes utilize a statutory standard of

cost-benefit balancing, and both have an unreasonable risk trigger. The CPSC

regulates the safety of consumer products68 under a regime that requires that

the agency demonstrate a reasonable relationship between regulatory costs

and benefits. The pipeline regulation statute goes further, representing the

only example of a mandatory marginal cost-benefit analysis standard.69 The

Department of Transportation regulates the safety of pipelines and pipeline

facilities under a 1996 statute that replaced an earlier open-ended balancing

standard for pipeline safety70 with a cost-benefit standard.71

Summary

Once the entire pattern of risk regulation is considered, it is evident that

Congress generally prefers a statutory trigger requiring evidence of risk or

significant risk and a statutory standard that involves constrained or open-

ended balancing. Sixteen of the twenty-two laws (or parts of laws) covered by

Table 3.1 fit within these two choices, far more than in any other category.

It is also apparent that Congress has avoided the most extreme combina-

tions available to it. There are only two statutes that fit in the uppermost left-

hand box, which is the combination that imposes the least restrictive eviden-

tiary burden on an agency. Likewise, there are only two statutes that fit in the

lowermost right-hand box, which is the combination that imposes the most
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restrictive evidentiary burden on an agency, and only one of those requires

proof that regulatory benefits will exceed costs as the ultimate standard for

regulation.

Finally, it is noticeable that Congress generally requires an agency to take

costs into account in establishing the level of regulation. Congress has au-

thorized regulation without regard to the level of costs in only two of the

twenty-two laws depicted in Table 3.1. Even laws such as the 1990 CAA

amendments, which phase out the use of ozone-depleting substances, im-

plicitly take cost into account by delaying the effective date of the ban by as

much as forty years.

Conclusion

The two hallmarks of the structure of risk regulation are statutory triggers that

authorize regulation on the basis of a reduced burden of proof and the rejec-

tion of a cost-benefit standard as the method to establish the level of regula-

tion. Nevertheless, Congress has required agencies to take costs into account,

although not in the manner that a cost-benefit standard would require.

As we have mentioned, many critics of risk regulation object to both the

statutory triggers and standards that Congress employs. They would prefer

statutory triggers that increase the level of evidence that an agency must have

before it can regulate (by, for example, demanding proof of the unreason-

ableness of a targeted risk), and they would adopt a cost-benefit test to estab-

lish the level of regulation. For many critics, the objective is to move the ex-

isting structure down and to the right in the grid reflected in Table 3.1. We

take the position that the current pattern of regulation is more pragmatic (as

measured by the characteristics described in the previous chapter) than the

one the critics prefer, and particularly, than one that relies on a cost-benefit

statutory standard. The next two chapters defend the current structure of risk

regulation on the basis of the pragmatic principles identified in Chapter 2.

Not all critics of risk regulation argue that the level of regulation should be

based on a cost-benefit standard. They would retain the existing laws, but

would expand the use of regulatory analysis, including cost-benefit analysis, as

a prerequisite to regulation. We analyze that recommendation in Chapter 7.
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The Rationale for Risk Regulation

ongress has almost always rejected a cost-benefit test as a regula-

tory trigger or regulatory standard in risk reduction legislation.

Those who are critical of this pattern depend on economic theory to justify

their preference for greater reliance on a cost-benefit test in triggering regula-

tion or in setting the level of regulation. Alternatively, they support the use of

cost-benefit analysis to analyze regulation before it is promulgated, even

though regulators determine the level of regulation based on some other

form of balancing or other standard. The equation of costs and benefits can

be defended according to standard economic principles. By comparison, the

rationale for risk regulation, as constituted by Congress, is not as obvious.

Pragmatic principles furnish this missing rationale. The current structure is

pragmatic because, in comparison to a cost-benefit approach, it better recon-

ciles important social values implicated by risk reduction. As Chapter 2 dis-

cussed, pragmatism requires the accommodation of important, widely held

social values in risk regulation. The current structure is also more pragmatic

than a cost-benefit standard because it better reconciles the bounded ration-

ality of regulators with the goals of risk regulation. As Chapter 2 also dis-

cussed, pragmatism requires that the design of risk regulation take bounded

rationality into account.

Regulatory Justifications

We begin by comparing the economic and pragmatic justifications for risk

regulation. Pragmatic analysis reveals that a purely economic approach to risk

regulation threatens two widely held social goals, which pragmatism attempts

to accommodate. Risk legislation respects the integrity of human life and the

C
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environment by refusing to view such protection solely in terms of the esti-

mated dollar value of the protection. Current laws also reject the idea that the

amount of protection to which a person is entitled should be a function of the

person’s wealth. At the same time, current laws also recognize that cost

should be an important consideration in regulatory policy. Accommodation

of these multiple goals is no easy matter, but the fact that current legislation

attempts to do so is what makes it pragmatic.

Economic Justification

The efficient operation of markets requires that those whose actions

injure humans or the environment take such costs into account when they

act. For example, if a chemical manufacturer does not pay for the environ-

mental damage to nearby land that results from a manufacturing process, the

chemical will sell at a price that does not fully reflect its production costs. The

chemical will be priced too low, because one of the costs of production, envi-

ronmental damage, is a cost that is external to the producer. Economic ana-

lysts describe such injuries as “externalities”—because the costs are not part

of the “internal” costs that the manufacturer must take into account in mak-

ing its production decisions—or as “spillover costs”—because the costs spill

over to the persons who own the land damaged by the manufacturing proc-

ess. If the manufacturer paid for the environmental damage, the price of the

chemical would be higher and, unless demand was completely inelastic, less

of it would be sold. The additional production of the chemical resulting from

a failure to internalize environmental costs is inefficient because it consumes

resources, such as raw materials and labor, that would be put to other uses

better matched to consumer preferences if the chemical were properly priced.

Until Ronald Coase published his famous article “The Problem of Social

Cost,”1 economic analysts assumed that government intervention would be

necessary to require producers, such as the chemical manufacturer, to pay for

the damage caused by their activities. They favored taxing firms based on the

monetary value of the damage done to the environment. Professor Coase,

however, posited that, even absent the imposition of a tax, a free market ex-

change could result in the same reduction in pollution as the tax plan. Coase

pointed out that the neighbors of the factory had an incentive to pay it to re-

duce the environmental damage to their land. The amount that the neighbors
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are willing to pay depends on the extent to which the pollution damages their

land, which (in theory) is the same amount as the tax the government would

assess if taxes were used to address this problem. The manufacturer is willing

to reduce the level of pollution up to the point where the costs of doing so are

greater than the payments it will receive from the neighbors.

Professor Coase acknowledged that this result required that no significant

economic impediments prevent the neighbors from negotiating with the

chemical manufacturer. When such “transaction costs” are present, they can

prevent the negotiations from taking place or alter their outcome. This would

occur, for example, if the manufacturing process damaged land owned by

thousands of people because it would be prohibitively expensive, if not prac-

tically impossible, for all of the individuals experiencing harm to agree on the

appropriate approach to negotiating with the manufacturer. When transac-

tion costs have this impact, government intervention may be necessary to

obtain an “efficient” outcome.

When the government intervenes, its goal is to replicate the result that

would have occurred if the bargaining between the company and its neigh-

bors had occurred in the absence of transaction costs. The government can

do this by using a cost-benefit standard to establish the level of regulation.

The amount of money that the neighbors are willing to pay to the manufac-

turer to reduce the environmental damage depends on the value of undam-

aged land to them. This is the “benefit” in a cost-benefit standard. The

manufacturer’s willingness to reduce the environmental damage is a function

of the cost to it of reducing the damage. This is the “cost” in a cost-benefit

standard. The manufacturer will reduce the environmental damage up to the

point where the cost of any further reduction exceeds the amount of money

that the neighbors are willing to pay. The government can replicate this result

by requiring a reduction in environmental damage up to the point where the

costs and benefits of such an action are equated.

Professor Coase supported this utilitarian approach by his insistence that

there is no objective economic basis for blaming anyone for pollution or

similar externalities. Although economists before Coase had identified the

polluter as the source of the externality, he argued that the problem was

“reciprocal” because the neighbors could equally be “blamed” for causing the

externality. In this alternative view, the neighbors’ demand for less pollution
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is an externality that the neighborhood imposes on the factory. Thus, the

“problem we face in dealing with actions which have harmful effects,” Coase

argued, “is not simply one of restraining those responsible for them.” Rather,

“[w]hat has to be decided is whether the gain from preventing the harm is

greater than the loss which [will] be suffered elsewhere as a result of stopping

the action which produces the harm.”2

Because economic theory eschews assessing blame for pollution and other

externalities, it is the existence of transaction costs that justifies government

action. The government intervenes because the market fails to achieve an “ef-

ficient” level of production. The government does not intervene because in-

jury to the environment, or humans, is somehow “wrong.” Instead, injuries

to humans and the environment are simply production costs, and the goal is

to achieve the “optimal” or most efficient level of human and environmental

injury.

Pragmatic Justification

Economic theory seeks to maximize economic efficiency, and it would

sanction government regulation if unregulated markets fail to produce an

economically efficient level of harm to individuals or the environment. Un-

like an economic approach, which focuses only on economic efficiency, risk

regulation accommodates three widely held social values as presently consti-

tuted. While economic theory treats human life or the environment as merely

a factor of production no different than any other factor of production, risk

legislation respects the extraordinary value that many individuals attach to

human life and the environment by refusing to view such protection only in

terms of the estimated dollar value of the protection. Current laws also reject

the idea that the amount of protection to which a person is entitled should be

a function of the person’s wealth, but without giving absolute protection to

individuals. Thus, unlike an economic approach, current risk legislation does

not deny protection to people because they cannot afford to pay for it. At the

same time, because current laws take regulatory costs into consideration, risk

legislation does not abandon the goal of economic development.
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Extraordinary Value

Many people are troubled by the manner in which economic theory regards

injuries to humans and the environment as simply production costs that are

no different, in any fundamental sense, from the monetary cost to corpora-

tions of avoiding individual and environmental harm. For many, there is

nothing admirable in the economic goal of seeking the “optimal” or most ef-

ficient level of human and environmental destruction. These reactions arise

from society’s commitment to individual and environmental integrity. In this

section, we examine this commitment and explain how current risk legisla-

tion honors it.

Individuals

Utilitarianism diminishes the status of individuals, Christopher Schroe-

der explains, because anyone’s claim to protection against technological risk

can be overcome by society’s pursuit of collective goals.3 Since individuals

can justifiably be inflicted with ever greater levels of risk in conjunction with

increasing economic gains, Professor Schroeder finds that utilitarianism “ul-

timately denies each individual a primary place in its system of values.” Thus,

utilitarianism “obscures and diminishes the status of each individual” be-

cause it “reduces the individual to a conduit, a reference point that registers

the appropriate ‘utiles’ but does not count for anything independent of his

monitoring function.” In the end, the individual’s status under utilitarianism

is preserved only so long as that status contributes to increasing total utility.

When the individual no longer has that value, he or she can be “discarded.”

As a result, Professor Schroeder concludes, opposition to utilitarianism arises

out of a desire to preserve “some fundamental place” that cannot be overrun

by larger social considerations.

While regulation should preserve the extraordinary value of individuals, it

is not socially possible to protect individuals against the imposition of all

risks of injury or disease. A system of risk regulation that holds everyone

harmless from technological risks would end economic development and the

social wealth that it creates. Thus, while society has an important interest in

protecting individuals, it also has an important interest in promoting eco-

nomic and technological development. As Professor Schroeder concludes,
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what is necessary is a “nonabsolutist understanding of risk [that] preserve[s]

the essential moral insight that individuals matter as autonomous moral

agents worthy of respect.”4

The Environment

The utilitarian character of establishing the level of regulation based on

a cost-benefit test is inconsistent with recognizing the extraordinary value of

humans. A similar problem arises concerning the protection of the environ-

ment. Environmental protection, like protection of human beings, has ex-

traordinary value for many people. They believe that natural entities deserve

to be the object of our moral concern irrespective of their use or value to us

in meeting our day-to-day needs. For some, this innate value is to be pre-

served at all costs. In Aldo Leopold’s famous statement of environmental re-

sponsibility: “A thing is right when it tends to preserve the integrity, stability,

and beauty of the biotic community. It is wrong when it tends otherwise.”5

Yet absolutism in behalf of the environment poses the same problem as

absolutism in behalf of individuals: it fails to account for the consideration of

other values that are impacted by efforts to protect the environment. What is

necessary then is a nonabsolutist understanding of risk that preserves the es-

sential moral insight that nature is worthy of our respect regardless of the

value of natural resources for purposes of commerce.

Pragmatic Balancing

The pattern of risk regulation identified in Chapter 3 addresses the challenge

of respecting the innate value of human life and of the environment in a non-

absolutist manner. This is accomplished in two ways. The pattern reflects a

goal of “doing the best we can” to protect individuals and the environment,

and the goal is achieved without commodifying the value of individuals and

the environment in order to determine the level of regulatory protection.

Do The Best We Can

Risk regulation balances the interests of risk creators and risk bearers,

but not in the manner indicated by economic theory. As Chapter 3 discussed,
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Congress has generally permitted regulation on the basis of a risk trigger that

permits agency action on the basis of risk predictions, rather than requiring

conclusive proof that harm will necessarily occur. Thus current risk laws re-

spect the innate value of human life and of the environment by adopting evi-

dentiary standards that make it easier for agencies to engage in protective ac-

tions. Moreover, as the last chapter explained, most risk regulation occurs

under a constrained or open-ended balancing standard that allows regulation

in instances in which a cost-benefit standard may not, or to a degree beyond

that produced by a cost-benefit standard. Such statutes thus reflect an af-

firmative commitment to protecting humans and the environment. This

commitment respects the innate value of human life and of the environment

because it makes such protection a priority.

Although protection of individuals and the environment is a priority, costs

are not ignored. With the four exceptions listed in the two left-most columns

in Table 3.1, risk reduction laws require agencies to engage in some form of

balancing of the costs of regulation (that is, the interests of risk creators) and

the benefits of risk reduction (the interests of risk bearers). Moreover, as the

last chapter indicates, even the phaseout of a toxic substance takes costs into

account by creating exceptions, or by adopting a long period for the phase-

out.

In this manner, current laws usually commit the country to “do the best

that it can” to reduce human and environmental injury.6 Under constrained

balancing, for example, regulation is to occur, but only up to the point at

which costs are disruptive or extraordinary. Congress normally identifies that

point by requiring industry to limit its spillover effects to the level achievable

through the use of some aspirational technology, such as “best technology

economically achievable” or the technology capable of producing the “lowest

achievable emission rate.” Typically, Congress also requires regulators to

consider the economic impact of achieving this level of performance along

with other factors that may legitimately affect the regulatory entity’s decision.

“Congress has, in other words, announced to the world: ‘If we cannot have a

perfectly clean workplace and environment, then we shall do the best that we

can.’”7 Sometimes this commitment extends to forcing regulated entities to

develop more effective technologies than those currently in use as a means of

achieving desirable levels of risk reduction.8
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OSHA’s mandate is a good illustration of the ethical difference between

the economic approach and Congress’s commitment to “do the best that we

can.” As discussed in Chapter 3, Congress has said that OSHA must promul-

gate regulations that protect workers “to the extent feasible” from the harm-

ful effects of toxic substances.9 Under OSHA’s mandate, a standard is tech-

nologically infeasible when it requires protective devices that are not gener-

ally available under existing technology. A standard is economically infeasible

when regulation threatens the long-term profitability and competitiveness of

regulated industries. A standard is not economically infeasible simply be-

cause it is financially burdensome or adversely affects profit margins.

Critics of risk regulation have criticized OSHA’s mandate because it might

be less expensive to compensate employees for occupational injuries or dis-

eases in some cases than to spend money to prevent them. This argument,

however, ignores the crucial ethical distinction between preventing fatalities

or injuries and compensating the victim or his or her family for a death or

disability. Protecting workers under a constrained balancing test may be

somewhat more costly to society than after-the-fact compensation, because

OSHA may act on incomplete information that overstates the degree of risk.

This tilt in favor of protecting workers, however, respects the fundamental

value of their lives. It aspires to something more than obtaining the “optimal”

level of worker illnesses.

The same regard for human life is found in open-ended balancing. First,

although an agency is required to balance costs and benefits, it is not required

to equate them. Thus the agency is not committed to seeking an optimal allo-

cation of injury to humans or the environment. Instead, the agency is free to

protect individuals or the environment to an extent that exceeds the level of

protection that a cost-benefit standard would provide if the agency deter-

mines that, in the particular circumstances, factors other than cost justify the

higher protective level. Although this objective is not the same as a commit-

ment to seek the greatest available protection, it still authorizes agencies to

protect individuals or the environment in situations in which a cost-benefit

standard may block, or at least weaken, such protection.

Second, an agency that operates under open-ended balancing is author-

ized to regulate even if it lacks sufficient information to quantify all benefits

and ensure that they exceed costs. This tilts regulation in favor of protecting
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humans and the environment for a reason discussed later in this chapter. Be-

cause a cost-benefit standard requires more quantification of regulatory ben-

efits than an open-ended balancing test, agencies will have greater difficulty

defending their regulatory decisions when they are challenged in court. This

difficulty hampers regulation and makes it less protective of humans or the

environment. Finally, as discussed next, both constrained and open-ended

balancing avoid commodification or the treatment of humans and the envi-

ronment as commodities—“things” that people are willing to buy and sell.

Commodification

Prevailing methods of risk regulation respect the innate value of life and

the environment in a second important way. They avoid what Margaret Jane

Radin has described as “universal commodification.”10 In universal com-

modification, Professor Radin explains, “all things desired or valued—from

personal attributes to good government—are commodities,” and all social

interaction is conceived of as free market exchanges. “In market rhetoric, un-

der the discourse of commodification, one conceives of human attributes

(properties of persons) as fungible with owned objects (the property of per-

sons).”11

Cost-benefit analysis employs universal commodification because it “eval-

uates all human actions and outcomes in terms of actual or hypothetical

gains from trade, measured in money.”12 In other words, a cost-benefit stan-

dard reduces all values to sums of money. Professor Radin identifies why, ex-

cept for the deepest enthusiast of market rhetoric, this type of commodifica-

tion “seems intuitively out of place” regarding most social policy:

One basis for this intuition is that market rhetoric conceives of bodily integrity as

a fungible object. A fungible object can pass in and out of the person’s possession

without effect on the person so long as its market equivalent is given in exchange;

trading commodified objects is just like trading money. To speak of personal at-

tributes as fungible objects—alienable goods—seems intuitively wrong to many

people, because they do not conceive of bodily integrity as commodified. . . . Bod-

ily integrity is an attribute and not an object. The effect of “detaching” it from the

person is non-monetizable. We feel discomfort or even insult, and we fear degra-

dation or even loss of the value involved, when bodily integrity is conceived of as a

fungible object.13
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For Professor Radin, “the way we conceive of things matters to who we are.”14

Pragmatism takes this concern seriously. Because it focuses on the actual

effects of social policies, pragmatism recognizes that “law, even if it begins as

an instrument for the attainment of basic ends . . . can generate its own in-

trinsic values.”15 As Thomas Grey reminds us, “Dewey well understood this;

that a good system of law was partly constitutive of, not merely instrumental

to, a good society.”16

The pattern of risk legislation identified in Chapter 3 respects the innate

value of human life by refusing to treat human attributes—injury and death—

as fungible with owned objects—the cost of abating risks. It does not reduce

all values to money. Although the legislation does not ignore the cost of re-

ducing risks, it conceives of the process of balancing risks and the costs of re-

ducing them in other than market terms, and it thereby fosters the nonmarket

significance of human life or the environment.

Equity

The current approach to risk regulation, unlike a cost-benefit standard, rec-

ognizes and seeks to protect the extraordinary value of life and the environ-

ment. Current laws are more consistent than a cost-benefit standard with an-

other widely held social value. As a cost-benefit standard is usually employed,

it bases the level of protection on a person’s wealth. It therefore raises issues

of justice and equity that the current system can avoid or minimize.

Economics and Equity

The agnostic position of economists concerning the distribution of

wealth is related to Ronald Coase’s article, discussed earlier. Professor Coase

declared his indifference from the perspective of efficient resource allocation

between two potential property rules. One rule gives a factory the legal right

to pollute, while the other rule would give landowners adversely affected by

the pollution the legal authority to stop the factory from polluting their land.

Coase was indifferent because he assumed that the neighbors’ “offer” price if

the first rule were in effect would be identical to their “asking” price if the

second rule were in effect. The “offer” price is the price that the neighbors

would offer to the factory to reduce its pollution, which is based on the eco-
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nomic impact of the pollution on their property (or their health). If a reduc-

tion from 100 to 50 units of pollution would increase the value of the neigh-

bors’ land by $100,000, for example, they would be willing to pay the factory

up to $100,000 to halve the pollution. The “asking” price is the price that the

neighbors would demand to permit the factory to increase its pollution if

they had the legal right to stop the factory from polluting. The neighbors

would be willing to sell to the factory the right to increase its pollution from

50 to 100 units for $100,000, because that would allow them to recoup the

money they will lose because of the decreased value of their land. When the

neighbors and the factory bargain to shift the allocation of the legal right as

initially provided by law, the result will be the same under either rule because

the neighbors’ offer and asking prices are the same.

Reliance on “willingness to pay” might provide a neutral method of meas-

uring the costs and benefits of pollution if the offer and asking prices were

identical, as Coase assumed for purposes of his article. The distribution of

wealth that occurs in the real world, however, causes the two measures to di-

verge. A person’s wealth will limit the amount that he or she can pay to pur-

chase the right to be safe (or to reduce harm to the environment). For exam-

ple, two economists, Marin and Psacharopoulos, found that the best estimate

of the value of a life using the willingness to pay criterion was £0.619–0.686

million for manual workers and £2.245–2.259 million for nonmanual work-

ers.17 A person’s wealth, by comparison, does not limit his or her “asking”

price in the same manner. A poor person can demand the same amount of

money to sell the right to be safe (or have the environment degraded) as a

rich person.

A “willingness to pay” measurement of regulatory benefits biases a cost-

benefit standard in favor of less protection because it ignores the impact of a

person’s wealth. A memorandum written by Lawrence Summers, then chief

economist of the World Bank, vividly makes this point. Summers explained

that economic analysis favors the relocation of polluting industries to the

Third World. The relocation was advisable because the pollution would cause

less harm in less developed countries. The pollution would make an equal

number of persons ill, but, according to an economic measurement of the

harm, lost earnings from morbidity and mortality would be less. In other

words, because those who became ill and died would be poor, pollution
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would cause them less harm, as measured by their loss of income from illness

and death, than it would to adversely affected individuals in the developed

world. Thus, Summers concluded, the “economic logic behind dumping a

load of toxic waste in the lowest-wage country is impeccable.”18

Closer to home, economists suggest that when administrative agencies

regulate risks that impact persons who are wealthier, they should use a higher

economic value for each life saved. Kip Viscusi, for example, explains:

“Whereas the average worker . . . has an implicit value of $4.1 million, for the

income level of a typical airline passenger that value would be $5.7 million.”19

Viscusi therefore recommends that the Department of Transportation use a

higher monetary value for calculating the potential loss of life from an airline

crash than OSHA should use to calculate the potential loss of value from a

workplace accident.

Pragmatism and Equity

Adoption of a cost-benefit standard to establish the level of regulation

would generally require the measurement of regulatory benefits on the basis

of an individual’s willingness to pay for individual and environmental pro-

tection. The impact of wealth could be avoided if analysts measured regula-

tory benefits according to a “willingness to sell” measurement, but analysts

generally lack reliable data concerning an individual’s “willingness to pay” for

individual or environmental protection. The problem is that there are few, if

any, actual market transactions in which a polluter or similar entity must pay

for the right to expose individuals or the environment to harm. Some analysts

have attempted to overcome this limitation by relying on “contingent valua-

tion” to measure the “willingness to sell,” but that methodology is unreliable

and controversial, as Chapter 5 will discuss.

Existing laws avoid the equity problem created by use of a cost-benefit

standard to establish the level of regulation. For one thing, current regulation

is not based on a measurement of benefits that is subject to wealth effects.

Regulation under constrained balancing does not require the measurement

of regulatory benefits. Instead, the outcome is tied to some existing or aspira-

tional technology, such as “best available technology economically achiev-

able” or the technology capable of producing the “lowest achievable emission

rate,” which may sometimes be adjusted in light of additional factors. Since
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regulators are not required to quantify the benefits of regulation in open-

ended balancing, they can make adjustments for how wealth effects may bias

efforts to measure benefits. For example, regulators can protect low-income

populations in circumstances in which a health or safety measure would not

pass a cost-benefit test because the affected persons cannot afford to pay

more for an increased level of health or safety.

In addition, current regulatory standards make it possible to protect spe-

cific vulnerable populations. Both Congress and the risk regulatory agencies

have taken steps to protect even the most susceptible individuals against envi-

ronmental risk. For example, the 1996 amendments to the Food, Drug and

Cosmetic Act (FDCA) require the Environmental Protection Agency (EPA) to

provide an additional tenfold margin of safety in setting tolerance levels for

pesticide residues in food as a means of taking into account the special suscep-

tibilities of infants and children.20
 In establishing air quality standards under

the CAA, EPA is obliged to “protect not only average healthy individuals, but

also ‘sensitive citizens’—children, for example, or people with asthma, emphy-

sema, or other conditions rendering them particularly vulnerable to air pollu-

tion.”21
 Likewise, EPA has adopted standards under other statutes that were de-

signed to protect even the most sensitive segments of exposed populations.22

The current approach to risk regulation is also more protective of the in-

terests of the potentially affected entities least able to protect themselves.

These include future generations, whose interests may not be reflected at all

in the valuation methodologies employed under an economic approach, as

we explain in the next chapter. The current approach also enables protection

of the politically as well as economically powerless low-income and minority

groups. Open-ended balancing in particular leaves room for the agency con-

templating the appropriate level of protection to consider (as one factor

among many) the value of leaving the current generation’s resource base in-

tact for the benefit of future generations.

Cost-Benefit Defenses

Critics of risk regulation offer several responses to these objections to basing

risk regulation on a cost-benefit standard. These answers, however, do not

save a cost-benefit standard from the objections we have identified.
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Altruism and Economic Value

A cost-benefit standard would measure the benefits of protecting indi-

viduals and the environment based on the willingness of individuals to pay

for such protection in market settings. Supporters of this approach contend

that such market prices reflect both an individual’s self-interested and altru-

istic concerns. The neighbors in the hypothetical posited earlier in this chap-

ter, for example, may be willing to pay the factory to reduce its pollution out

of an altruistic concern for the environment or for animals that frequent their

property. Thus the supporters dispute that a cost-benefit approach is incon-

sistent with other social values. To the extent that individuals are willing to

pay to protect and promote such values, a cost-benefit test will reflect them.

This response, however, does not recognize protection of individuals or

the environment as having extraordinary value because it still reduces such

altruistic goals to market terms. For the same reason, the problem of com-

modification still exists. Using private values (revealed by market transac-

tions) as the basis for public policy also ignores the impact of wealth on pri-

vate choices. Individuals can give only as much protection to individuals or

the environment as they can afford to pay for.

This response also assumes that there is no difference between the price

people pay for things in private markets and the value they wish those same

things to be assigned in public decisions. But, as Steven Kelman argues, “so-

cial decisions provide an opportunity to give things a higher valuation than

we choose, for one reason or another, to give them in our private activities.”23

As consumers, we may dislike paying more for manufactured products be-

cause of the costs of protecting individuals or the environment, but as citi-

zens we can rationally vote for outcomes that are costly and (by the econo-

mist’s “willingness to pay” measure) irrational. Put another way, citizens have

the opportunity in social decisions to establish a difference between private

behavior and public responsibility. In Mark Sagoff’s words, “We act as con-

sumers to get what we want for ourselves. We act as citizens to achieve what

we think is right or best for the community.”24 Sagoff is not the only one to

recognize that individuals may have distinct and conflicting preferences in

their roles as consumers and citizens. Several economic analysts have sug-

gested that because individuals may have multiple preference orderings, they

apply different preferences in different contexts.25
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Reliance on private values to govern public decisions ignores another im-

portant aspect of social decision-making. Because this approach takes indi-

vidual preferences as given, it ignores the potential for deliberation and de-

bate to change individual preferences. By comparison, Dewey’s conception of

democracy as composed of critical communities of inquiry, discussed in

Chapter 2, requires debate and deliberation. Similarly, as proponents of the

civic republican conception of government remind us, public decisions

should be regarded as valid only if they are related to public values, and pub-

lic values are discovered through deliberation. Thus, for civic republicans,

“government’s primary responsibility is to enable the citizenry to deliberate

about altering preferences and to reach consensus on the common good.”26 If

public policy is based on private values, this opportunity is diminished, if not

lost. By comparison, because political preferences involve opinions and be-

liefs, which may be true or false, “we may meaningfully ask the individual for

the reasons that he or she holds them.”27

Choices about tradeoffs between costs and benefits are made in risk legis-

lation through public deliberation. In constrained balancing, Congress has

made some tradeoffs, and agencies make additional decisions. In open-ended

balancing, agencies make the tradeoffs. Some proponents of a cost-benefit

standard misunderstand this advantage of risk legislation. They favor a cost-

benefit approach on the grounds that it will better stimulate public debate

about the tradeoff between cost and protection.28 According to them, public

deliberation will be improved through adoption of economic analysis as the

test for regulation because a cost-benefit standard identifies the tradeoffs

between technology and risk. But so does the existing legislation. Moreover,

the cost-benefit framework makes it more difficult to debate public policy. As

we elaborate at the end of this chapter, policy debates that take place under a

cost-benefit standard revolve around economic estimates of costs and bene-

fits. This orientation gives the upper hand to economic analysts and discour-

ages noneconomic input. By comparison, existing legislation invites and fa-

cilitates input from all comers regardless of discipline or orientation. Risk

legislation has this inclusive effect because it is based on logical reasoning and

argument, rather than quantification and commodification.
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Voluntary Choices

Critics of risk regulation favor a cost-benefit standard, despite the im-

pact of wealth on the level of protection, because they regard market transac-

tions as being based on voluntary choices. In economic theory, a person will

enter into a market transaction only if it is beneficial for him or her to do so.

Under this assumption, the results of market transactions concerning risk re-

duction accurately indicate the value that persons put on achieving more

protection. Thus the higher value that richer persons put on risk reduction is

simply a function of individual choice. Recall, for example, the finding of

Marin and Psacharopoulos that the best estimate of the value of a life using

the willingness to pay criteria was £0.619–0.686 million for manual workers

and £2.245–2.259 million for nonmanual workers. Kip Viscusi surmises, with-

out the benefit of empirical evidence, that the reason for this disparity is that

“those prepared to work in exceptionally risky jobs may well have a lower

dislike of danger and hence require less of a wage premium to compensate

them more than average workers.”29

Professor Frank Knight, founder of the Chicago School of Economics, has

expressed a more famous version of the same thought. He once observed that

the distinction between laborers and the owners of companies is that laborers

have freely elected to risk their health and safety, whereas the owners have

chosen instead to risk their capital.30 As if to underscore Knight’s claim, Pro-

fessor Viscusi entitled his book on occupational safety Risk by Choice. Viscusi

explains:

Those individuals who are least adverse to [safety] risks are willing to accept a

lower compensation per unit of risk than the rest of the working population. As a

result, they are inclined to accept larger risks with lower wage premiums per unit

of risk. . . . Those who price their life the cheapest are drawn into the market first;

higher wages must be paid to lure additional workers into risky jobs.31

This explanation, of course, completely ignores the lack of choice of many

poor workers, who accept riskier jobs because they lack the training and edu-

cation to compete for safer ones. Not surprisingly, Professor James Robinson

has found that hazardous employment pays 20 to 30 percent less than safe

employment because persons with education and training will avoid the less

safe jobs. According to Robinson, the labor pool for hazardous jobs therefore
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consists of “disadvantaged workers who are willing to accept health and safety

risks in return for very modest amounts of compensation.”32

Supporters of a cost-benefit standard elevate theory over reality. Pragmatic

public policy, however, should not make the same mistake. First, wealth dis-

parity exists, and pragmatism insists on creating public policies that reflect

actual conditions. Second, in a country that holds equality of opportunity as a

primary value, public policy ought not accept that safety should be a function

of a person’s wealth.

Efficiency as the Dominant Policy Value

While economic analysts concede that wealth disparities sometimes re-

quire government intervention, they normally would restrict those circum-

stances to a few narrow exceptions, such as selling votes and human beings.33

They are reluctant to sanction the use of regulation to serve social values,

such as equality of opportunity, because they see it as reducing economic ef-

ficiency. The title of Arthur Oken’s book, Equality and Efficiency: The Big

Trade-Off,34 captures the economists’ viewpoint. Peter Asch offers the fol-

lowing explanation:

We cannot claim that even a perfectly efficient market is perfectly fair; and safety

regulation might be supported on “equity” grounds even though the efficacy of af-

fected markets is beyond reproach. What economists point out, however, is that

even a patently unfair market does not argue against economic efficiency. Those

who are “done dirty” by the system are not likely to be helped by rendering the

system more wasteful. The venerable analogy is to the economic “pie.” Efficiency

maximizes the size of the pie. An unfair economy might give Ms. Jones too small a

slice, but she is unlikely to be helped by inefficient policies that reduce the pie size.35

Asch’s complaint is that society as a whole will be somewhat poorer if gov-

ernment pursues inefficient policies. Assuming there is an efficiency loss, the

size of loss occasioned by particular regulatory programs and initiatives be-

comes crucial. The supporters of a cost-benefit standard argue that the losses

are often quite large, which Chapter 5 disputes. For now, we acknowledge that

voters (and their representatives) need to know the size of any efficiency

losses, because they must decide whether the gains in fairness and equity are

worth the loss in wealth. But this is a pragmatic analysis. It acknowledges that

public policy may be supported by multiple social values, and it inquires
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what tradeoffs exist between or among those values. In Chapter 7 we support

the sensible use of cost-benefit analysis to inform regulators, legislators, and

the public about potential efficiency loses, but not as the governing regula-

tory standard.

A cost-benefit standard, as previously noted, will provide less protection

for individuals than existing legislation. Nevertheless, economic analysts are

content with the outcome, even though those who gain from less regulation

do not compensate those who are worse off because of less protection. Con-

sider, for example, John Mendeloff’s comments:

Those who die because society rejects inefficient lifesaving programs will not be

around to benefit from the bigger pie. Does this fact require condemnation of any

policy that stops short of a maximum effort to prevent deaths? No. It is inevitable

that public policy will create losers who are beyond the reach of compensation.

But this fact should spur thinking about who the losers are and how we feel about

their plight.36

To begin with, Mendeloff’s comments establish a false choice. Rejection of

the economic justification for risk regulation does not necessitate “a maxi-

mum effort to prevent deaths.” Current methods of risk regulation typically

stop well short of a cost-oblivious blitzkrieg against risk-creating activities.

Furthermore, unlike Mendeloff and other analysts, who consider distribu-

tional considerations to be beyond their bailiwick, pragmatism cannot ignore

these impacts because it looks at the actual outcomes of social policy. In light

of pragmatism’s commitment to reflect important social values, the issue of

“who the losers are and how we feel about their plight” is not something that

should be set aside in the design of risk policy.

Preference for Fiscal Policies

Other critics of risk regulation acknowledge the distributional impacts

of regulatory choices, but they still favor a cost-benefit standard in risk regu-

lation. Instead of importing distributional concerns into risk policy, they

would address these issues separately through fiscal policy, such as a pollu-

tion tax.37 The proceeds from such a tax can be used to compensate those per-

sons who bear the consequences of risks that are not prevented. As noted ear-

lier, however, there is an important difference between compensating people
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for the illnesses and injuries they suffer as a result of externalities and pre-

venting them in the first place. Moreover, although a tax-based approach

might be a desirable policy in an ideal political world, there is little chance

that it would happen in the real one we inhabit, which considers taxes, let

alone redistribution (that is, welfare), as a political anathema.

Statistical Lives

Finally, supporters of a cost-benefit standard use the concept of “sta-

tistical lives” to deflect criticism that this method of setting the level of regu-

lation does not respect the intrinsic value of life. Professor Viscusi explains

that economic analysts use the term “statistical lives” because regulatory ac-

tion reduces the risk that someone will die, rather than protecting any identi-

fiable person from a preventable death. He acknowledges that society does

not condition the rescue of a child who falls down a well, or a man who is

trapped under a collapsed freeway after an earthquake, on a positive cost-

benefit ratio. He argues, however, that the situation is different when large

numbers of people are exposed to small risks. Because the beneficiaries of risk

reduction are not identified in risk regulation, Professor Viscusi claims that

the issue is simply how much people are willing to pay to reduce units of risk.

As he puts it, cost-benefit analysis simply “reflect[s] attitudes toward small

probabilities” of risk reduction. Thus, valuation does not “imply” that an in-

dividual would accept certain death in return for some payment, such as $2

million, or “even that we would accept a .5 probability of death” for some

payment. Rather, all that analysts are asking “is how much the individuals

themselves value a particular risk reduction.”38

As a normative defense of a cost-benefit standard, the distinction between

statistical and identifiable lives does not work. The fundamental problem with

the characterization, as Lisa Heinzerling observes, is that “it implicitly assumes

that statistical people do not die.”39 This fiction permits supporters of a cost-

benefit standard to sidestep the “uncomfortable fact that most of us profess

ourselves quite incapable of identifying the monetary equivalent of the lives of

our sisters, daughters, mothers, and friends.”40 Because this fiction makes it

more difficult to “understand, much less empathize,” with the human damage

that occurs, the use of statistical lives becomes a strategy to support the adop-

tion of less protective regulation. Professor Heinzerling explains:
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Describing pain and loss in statistical terms allows us to think coolly about them; it

strips life-threatening risks of the moral and emotional texture that they derive

from their association with real humans with real bodies and real loved ones. De-

scribing human lives in statistical terms thus creates the conditions under which

human suffering and loss can be conceived of in economic terms, and under which

this suffering and loss can be allowed to continue simply because the monetary

value we have attached to them is lower than the costs of avoiding them.41

Bounded Rationality

Assessed by a pragmatic yardstick, current approaches to risk reduction are

preferable to a cost-benefit standard because they do a better job of accom-

modating important noneconomic social values with the goal of economic

efficiency. There is a second pragmatic reason to prefer the existing ap-

proaches: they work better in the actual conditions in which risk policy is im-

plemented. Because pragmatism addresses the world as it exists, pragmatic

risk regulation acknowledges “bounded rationality” in the protection of the

public and the environment. As Chapter 2 discussed, regulators are subject to

“bounded” rationality because of significant time, resource, and cognitive

constraints, which usually make it impossible to identify the optimal solution

to a problem. Instead, regulators employ heuristics or rules of thumb that are

responses to limitations concerning knowledge and understanding.

The existence of bounded rationality detracts from the value of a cost-

benefit standard as a decision-making device in the context of risk regulation.

When economic analysts argue that risk reduction should employ a cost-

benefit standard, they cannot claim as an advantage that this methodology

leads to an optimal allocation of resources. If Congress required regulators to

employ a cost-benefit standard, regulators would be subject to bounded ra-

tionality in the same manner as they currently are. Thus the issue of whether

to adopt a cost-benefit standard is a pragmatic one: under conditions of

bounded rationality, is a cost-benefit standard more likely than current ap-

proaches to improve the policy process in terms of the aims that Congress has

adopted for risk regulation?

We offer three arguments why the current system is better than a cost-

benefit standard under conditions of bounded rationality. First, current laws

are a more appropriate response to regulatory constraints that arise from
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bounded rationality. Second, in light of bounded rationality, current laws es-

tablish an evidentiary burden that is more consistent with the preventative

goals of risk regulation. Third, current laws better foster a multidisciplinary

approach to risk regulation and broad public participation in decision-

making.

Regulatory Constraints

Pragmatism determines the value of an approach or policy by looking

at its success under actual conditions. For this reason, we argued in Chapter 2

that risk regulation should recognize the work of the “behavioral” school of

organizational decision-making, led by Herbert Simon and Charles Lind-

blom, among others, who discussed how institutions can make rational deci-

sions under conditions of bounded rationality. In this section, we turn to the

new institutional economics, originated by Oliver Williamson,42 which builds

on this earlier literature. On the basis of this newer literature, we identify the

regulatory constraints that flow from bounded rationality and indicate how

risk regulation is structured to overcome those constraints.

New Institutional Economics

The new institutional economics began as a study of the conditions un-

der which economic actors will join together in business firms, and it pro-

gressed to studying how firms overcome collective action problems that pre-

vent mutual gains in trade. A collective action problem exists when one firm

(or person) is reluctant to cooperate with another firm (or person) because

the second firm may take advantage of the first one by some type of oppor-

tunistic behavior. The possibility of opportunism arises because each firm is

subject to bounded rationality—which Williamson describes as the “mind as

a scarce resource.”43 Neither firm is in a position to predict accurately the fu-

ture behavior of the other, and each is limited in its capacity to monitor the

behavior of the other. Following its self-interest, either firm may find it ad-

vantageous to “mislead, distort, disguise, obfuscate, or other[wise] confuse.”44

Thus neither firm will be willing to engage in collective action unless it can

find some structure that will permit credible commitments before it engages

in such action and mutual compliance during it. Economic actors employ a
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variety of structures for this purpose, such as incentive schemes, monitoring,

or enforcement mechanisms. In choosing among various options, they will

adopt the business arrangement that addresses potential collective action

problems in a manner that yields the greatest economic benefit at the lowest

cost.45

Positive political theorists use the same concepts to study the structure of

governmental institutions. According to this viewpoint, political actors seek

to adopt structures which address collective action problems that prevent the

realization of collective goals or the ends that citizens seek through the col-

lective action of government. Thus, as Douglas North notes, “political insti-

tutions constitute ex ante agreements over cooperation among politicians.”46

The collective action problems that political actors confront are similar to

those that economic actors must overcome. Governmental actors, like eco-

nomic actors, are subject to bounded rationality, which invites opportunistic

behavior by those with whom they seek to cooperate.

Regulatory Design

The previous analysis suggests that the design of regulation is rational

if it reflects the behavioral and informational constraints under which an

agency is likely to operate. Table 4.1 identifies the relationship between

bounded rationality and opportunism and the regulatory standards that

Congress can choose. The “+” in the table indicates that an attribute is pres-

ent and a “0” indicates that is it absent. Bounded rationality may or may not

exist concerning the agency’s capacity to determine the extent of the “risk”

posed by a substance or hazard or the degree of the “cost” imposed on regu-

lated entities engaging in preventive activities. We assume that opportunism

will exist regarding any regulatory standard that Congress might choose. We

make this assumption for purposes of this analysis because we assume that

people who furnish information to the regulator will act opportunistically by

presenting information in a manner that best serves their regulatory prefer-

ence. The choice of regulatory standard is nevertheless capable of reducing

the degree to which this opportunistic behavior contributes to a regulator’s

uncertainty. In addition, the table indicates that certain regulatory standards

match up with different attributes of bounded rationality better than do other

standards.
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table 4.1

Attributes of Risk Regulation

Bounded Rationality

Risk Cost Opportunism Standard

0 + + Risk-Based
+ 0 + Constrained

Balancing
+ + + Open-Ended

Balancing
0 0 + Cost-Benefit

source: Chapter 4.

Risk-based standards are preferable when regulators are subject to bound-

ed rationality concerning calculations of abatement costs, but are not subject

to it concerning calculations of risk. In this circumstance, a risk standard will

minimize transaction costs because abatement costs are not relevant to set-

ting the level of regulation. Instead, regulators seek to achieve some “safe”

level of exposure. Moreover, the fact that the parties furnishing information

to the agency may act opportunistically will not prevent the agency from

regulating because it has its own risk information.

A constrained balancing standard is appropriate when regulators are sub-

ject to bounded rationality concerning risk calculations, but not concerning

cost information. In this situation, a constrained balancing standard will

minimize transaction costs because risk information is not necessary to es-

tablish the level of regulation. Instead, regulators identify what technologies

are currently in use (or could be in use) for purposes of abatement. A reg-

ulated entity is then required to reduce exposure to a hazard to the level of

protection produced by the technology, although this determination can be

subject to additional adjustments. The availability of such technologies

means that an agency can relatively easily obtain information about them.

The fact that industry might supply cost data that overestimate compliance

costs does not matter, because the regulatory standard does not require a cal-

culation of such costs.

An open-ended balancing standard is the best choice when regulators are

subject to bounded rationality concerning both costs and benefits. This stan-

dard recognizes and accommodates the bounded rationality because it does

not require that a regulator prove that such costs and benefits are precisely
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and quantitatively balanced. Instead, the regulator must compare such costs

and benefits and balance them in a way that can be defended as reasonable.

Finally, a cost-benefit standard is appropriate when regulators are not

subject to bounded rationality concerning risk and cost information. Because

this standard requires regulators to measure both the benefits and costs of re-

ducing risk, it assumes that regulators do not operate under conditions of

bounded rationality in terms of such measurements. Where such conditions

do not exist, some other regulatory standard will produce lower transaction

costs.

Current Law

As Table 3.1 illustrates, very few of the current risk regulation statutes

are based on either the risk-based or cost-benefit model. The new institu-

tional economics generally justifies this outcome. Although not every choice

that Congress has made matches Table 4.1, an analysis of the bounded ration-

ality that affects risk regulation supports the rationality of the pattern of con-

gressional choices in risk regulation.

The infrequent appearance of risk-based legislation, which proceeds with-

out regard to the cost of compliance, is consistent with a lack of sufficient

information about the scope of the risks being targeted or about the effect of

various levels of control on reduction of those risks. In a few instances in

which Congress has phased out use of a risk-creating substance or activity,

the phaseout in effect amounts to a determination that the substance or ac-

tivity posed unacceptable levels of risk. Although bounded rationality typi-

cally prevents drawing confident conclusions about the economic impact of

much risk-based regulation, in these instances Congress has taken cost into

account in blunt fashion in its determination of the phaseout period, as we

explained in Chapter 3. The provisions of the CAA that eliminate over a forty-

year period substances that pose threats to the integrity of the stratospheric

ozone layer provide an example.

Similarly, analysis based on the new institutional economics suggests that

a cost-benefit standard, which requires an agency to have sufficient informa-

tion to find the optimal level of regulation, is an appropriate choice only un-

der conditions in which an agency is unlikely to be subject to bounded ratio-

nality concerning either risk or cost assessments. Under conditions of bound-
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ed rationality, another choice is more appropriate. Given the difficulties of as-

certaining and quantifying both the costs and benefits of regulation, which we

describe in the next two chapters, the decision by Congress to avoid a cost-

benefit standard is appropriate.

Thus, institutional economics justifies the popularity of the remaining two

options, constrained and open-ended balancing standards. Each reduces the

cost of regulatory decision-making by assigning regulators a burden of proof

that recognizes and seeks to mitigate the adverse consequences of bounded

rationality and opportunistic behavior. As Table 3.1 demonstrates, the great

bulk of risk reduction legislation is based on either a constrained or open-

ended balancing model.

Evidentiary Burden

The new institutional economics focuses on the relationship between

collective action problems and decision-making structures. The pattern of

risk regulation is generally consistent with an attempt to minimize transac-

tion costs associated with bounded rationality and opportunistic behavior.

Bounded rationality justifies the current pattern of risk regulation in another,

but related, way. Because current risk legislation imposes a lesser evidentiary

burden on agencies than a cost-benefit standard, it makes it possible for

agencies to overcome successfully the legal opposition of regulated entities.

The importance of burden of proof to successful regulation can be illus-

trated by comparing recent developments in antitrust enforcement. At one

time courts employed so-called per se tests that reduced a plaintiff’s burden of

proof to establish some violations. Like per se standards in antitrust law,

regulatory triggers and standards eschew comprehensiveness in order to serve

the underlying policies of risk legislation. They permit costs to be taken into

account, but in a manner that is less likely than a cost-benefit standard to sty-

mie regulation through judicial review. Critics objected that per se tests did

not require a plaintiff to prove that the costs of the defendant’s behavior ex-

ceeded its benefits, which is known as the “rule of reason.” They argued that

courts should adopt a rule of reason approach because it was more likely to

produce an accurate decision about the net economic impact of the defen-

dant’s behavior.47 The federal courts generally substituted rule of reason for
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per se analysis and, not surprisingly, antitrust enforcement declined. Of

course, a decline in antitrust enforcement is not necessarily bad public policy,

and the decline cannot be attributed entirely to the demise of the per se rule.

But assuming that more regulation is appropriate, the antitrust analogy indi-

cates how increasing the burden of proof imposed on government regulators

can decrease regulatory output.48

The validity of the antitrust analogy is suggested by EPA’s experience under

the Toxic Substances Control Act (TSCA) and the record of the Consumer

Product Safety Commission. EPA has found it well nigh impossible to regulate

under TSCA, which one court has interpreted to include a cost-benefit regu-

latory trigger.49 The Commission, which has the burden of meeting both a

cost-benefit trigger and standard, is viewed by many as ineffectual.50

A lesser burden of proof permits more regulation than a more difficult

burden of proof. In risk regulation, a lesser burden of proof enables regula-

tors to make regulation more preventative than they could if the burden of

proof were higher. A pragmatic inquiry, however, must ask about results. As

we have mentioned several times, opponents of risk regulation claim that the

current regulatory scheme—with its reduced evidentiary burden—has re-

sulted in regulations whose costs are greatly in excess of benefits. We address

their evidence for this claim in the next chapter.

Conclusion

Unlike the rationale for a cost-benefit standard, the reasons that support the

current structure of risk regulation legislation do not constitute an integrated

social theory. Following the tradition of philosophical pragmatism, these ar-

guments are drawn from different normative and disciplinary perspectives,

and they favor institutional realism over (economic) theory as a guide to so-

cial action. This complexity is both a disadvantage and an advantage. The dis-

advantage is that, in comparison to economic theory, there is no set of cu-

mulative and relatively simple definitive principles that explain risk policy.

The advantage is that risk policy reflects the messy realities of the world in

which we live.

One of these realities is that risk regulation implicates widely shared social

values besides economic efficiency. Unlike economic theory, pragmatism re-
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quires that regulation seek to accommodate all widely shared social values

implicated by risk reduction. In light of this goal, the structure of risk regula-

tion makes sense. Risk regulation rejects a cost-benefit standard because it is

inconsistent with recognition of the extraordinary value that many individu-

als assign to protection of life and the environment and with social equity. In-

stead, it substitutes other forms of balancing prevention and regulatory costs

that seek to reconcile multiple social goals.

Another one of these realities is that risk regulation takes place under

bounded rationality. Once this limitation is acknowledged, the structure of

risk regulation makes sense. In economic theory, the argument for a cost-

benefit standard is that it produces the optimal level of human and environ-

mental injury. Even if this were a socially appropriate goal, the identification

of the optimal balance of costs and benefits is not actually possible. Further, a

cost-benefit standard is less likely to achieve the preventative goals of risk

regulation because it requires levels of information that are difficult for regu-

lators to obtain. This constraint opens regulators to legal attack for not

meeting the statutory standard for regulation. By comparison, risk regulation

is currently structured to prevent the lack of some types of information from

defeating the preventive goals of risk regulation.
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The Critique of Risk Regulation

isk reduction legislation satisfies pragmatic principles that regu-

lation should reflect important relevant social norms and be for-

mulated in light of bounded rationality. To accomplish these goals, regula-

tion takes costs into account, but not in the manner prescribed by economic

theory, which would establish the level of regulation by a cost-benefit stan-

dard. The critics of regulation contend that the failure to use a cost-benefit

standard has produced excessive and irrational regulation, and they cite a few

key studies to back up this claim. The studies, however, employ methods of

analysis that raise questions or that are based on methodological assumptions

that are controversial. Other studies, which employ different methods and as-

sumptions, find that most regulation is reasonable.

The problem with efforts to calculate the costs and benefits of regulation is

that they are often subject to substantial uncertainty because of bounded ra-

tionality. In order to plug gaps in our understanding of regulatory effects,

analysts employ various methods and assumptions. The next chapter consid-

ers the difficulty of estimating regulatory impacts and how the results are

heavily influenced by methodological choices. In this chapter, we explain why

the key evidence relied upon by critics of risk regulation cannot be accepted

at face value.

Aggregate Studies

The effort to quantify the consequences of risk regulation involves two types

of studies. Aggregate studies measure the total benefits and costs of regula-

tion. Individual studies measure the costs and benefits of specific regulations.

We first consider aggregate studies and then individual studies.

R
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Some critics of risk regulation point to the extremely high cost of risk

regulation as evidence of its irrationality, but the studies that they cite are not

very reliable. In any case, any assessment of the value of regulation must look

at both costs and benefits. These studies establish that aggregate benefits ex-

ceed aggregate costs, probably by a considerable extent, but the reliability of

these studies is hampered by the lack of relevant data. Nevertheless, Congress

has mandated that the Office of Management and Budget (OMB) prepare

yearly aggregate estimates of regulatory costs and benefits, which will focus

attention on aggregate accounting.

Aggregate Cost Estimates

Some critics of current risk legislation cite cost estimates as evidence that

there is too much risk regulation. This was a popular tactic of the Reagan ad-

ministration, which repeatedly used a 1980 estimate by Murray Weidenbaum

that all federal regulation cost $120 billion.1 More recently, publications of the

Heritage Foundation and the Cato Institute cite with alarm estimates by Pro-

fessor Thomas Hopkins.2 Professor Hopkins estimates that the total regula-

tory “burden” in the United States is $700 billion, while the annual cost of

environmental and other risk reduction regulation is $223 billion.3

These studies provide a dubious basis upon which to criticize the rational-

ity of risk regulation for two reasons. To begin with, their definitions of cost

are questionable. Consider Professor Weidenbaum’s estimate of $120 billion.

A 1976 paper by Weidenbaum and Robert De Fina was the first effort to esti-

mate total regulatory costs. They estimated that all federal regulation had a

total cost of $63 billion.4 Instead of updating his prior study, Professor Wei-

denbaum derived the $120 billion estimate based on the ratio of administra-

tive and compliance costs identified in the earlier study. Because compliance

costs exceeded administrative costs in the first study by a ratio of approxi-

mately twenty to one, Weidenbaum derived his $120 billion estimate by mul-

tiplying administrative costs in 1980 by twenty.5 Other analysts have objected

that “there is no reason to believe that there is a constant relationship be-

tween the costs of administrative and direct compliance.” They also pointed

out that paperwork costs constituted almost 40 percent of Weidenbaum’s

original estimate, that his estimates of paperwork costs had a “tenuous em-
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pirical footing,” and that the paperwork requirements were “tied only loosely

to regulatory activities.”6 Professor Weidenbaum responds that the “magni-

tude of the figures here outlines the need for increased attention to the prob-

lem from scholars, regulators, and policymakers.”7

Professor Hopkins follows Weidenbaum’s lead by including the cost of

complying with paperwork requirements, such as filling out income tax

forms. As noted, critics regard such expenses as remotely, if at all, connected

to government regulation and as empirically suspect. Hopkins also includes

transfer payments, such as farm subsidies, as regulatory costs. As the OMB

has noted, the inclusion of these two types of costs does two things: “It pro-

duces large numbers and creates confusion” by “including ‘costs’ that are not

normally considered as part of the regulatory reform debate.”8

An even more significant objection is that attention to regulatory costs,

without consideration of regulatory benefits, is obviously misleading. If risk

regulation generates greater total benefits than total costs, then it contributes

to total economic welfare no matter how high the total cost might be. For ex-

ample, assume that risk regulation generates $250 billion in total benefits for

a total cost of $200 billion. In light of a net benefit of $50 billion, regulation

cannot be considered to be a “bad thing” in the aggregate, even though it im-

poses high regulatory costs.

Aggregate Net Benefit Estimates

There have been four prominent aggregate estimates of regulatory costs and

benefits. Table 5.1 summarizes the results. The three most recent of the stud-

ies find that aggregate benefits exceed aggregate costs by billions of dollars.

Hahn and Hird

Robert Hahn and John Hird were the first analysts to publish quantified

estimates of total costs and benefits. In 1991 they estimated that regulation in

seven areas had total benefits of $41.9 billion to 181.5 billion and total costs of

$78.0 billion to 107.1 billion, producing a net benefit range of $(65.2) billion

to $103.5 billion. In light of the overlap between the range of costs and bene-

fits, the authors’ “best guess” was that the costs and benefits were “roughly

comparable.”9
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table 5.1

Total Annual Regulatory Benefits and Costs

Environment
($ billions)

Transportation
($ billions)

Labor
($ billions)

Other
($ billions)

Total
($ billions)

h a h n a nd  h ir d  ( 1 9 8 8  d o l l a r s )

Benefits
Costs
Net Benefits

16.5–135.8
55.4–77.6

(38.9)–58.2

25.4–45.7
6.4–9.0

18.5–36.7

negligible
8.5–9.0

(8.5–9.0)a

n.a.
7.7–11.4

(7.7–11.4)

41.9–181.5
78.0–107.1

(65.2)–103.5

h a h n ( 1 9 9 5  d o l l a r s )

Benefits
Costs
Net Benefits

764.2
283.6
480.7

997.4
53.1

944.3

138.2
28.5

109.8a

48.8
30.6
18.2b

1,948.6
395.8

1,552.8

e p a :  c l e a n a ir  a c t c
  ( 1 9 9 7  d o l l a r s )

Benefits
Costs
Net Benefits

5,600–(49,400)
500

5,100–(48,900)

o mb   20 0 0  ( 1 9 9 6  d o l l a r s )

Benefits
Costs
Net Benefits

97–1,595
124–175

(78)–1,471

84–110
15–18
66–95

28–30
18–19

9–12

55–60
17–22
33–43

264–1,795
174–234

30–1,621

source: Studies cited in the table (citations in the text).
aOSHA health and safety standards.
bCPSC, HHS, HUD, and USDA regulations.
cFor period 1970–90.

These estimates have limited relevance today, for two reasons. First, al-

though the authors estimated regulatory costs for seven areas of regulation,

they estimated benefits for only two of those areas—environmental protec-

tion and highway safety regulation. Second, their calculation of the benefits of

environmental protection greatly underestimates its value. This estimate is

based on empirical work done in the 1970s that fails to reflect the benefits as-

sociated with either programs developed later, such as the clean air initiatives

of the Environmental Protection Agency (EPA) in the 1980s, or the scientific

knowledge indicating the existence of newly recognized risks from polluted

air, and that does not recognize the benefits associated with preventing deg-

radation in air quality.10 An EPA study, discussed later in this section, suggests

that the benefits of the Clean Air Act (CAA) alone total hundreds of billions

of dollars more than the estimate by Hahn and Hird.

Although the Hahn and Hird study is outdated, we mention it because

OMB has relied on it in making its congressionally mandated estimate of ag-
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gregate net regulatory benefits. OMB relies on this study because, despite is

considerable flaws, it is the only available study measuring regulatory benefits

during the time period covered by the study.

Hahn

Robert Hahn has compiled a more recent estimate of aggregate costs

and benefits using a methodology different from the one he relied on for his

earlier study. Using data that agencies supplied to OMB or that they pub-

lished in the Federal Register, Hahn compared the costs and benefits of 106 fi-

nal regulations promulgated between 1982 and mid-1996. He estimated that

the net benefit of regulation in these cases was $1.5 trillion (1995 dollars),

based on benefits of $1.95 trillion and costs of $395.8 billion.11

Hahn made two types of adjustments that reduce the size of his net benefit

estimate. The first adjustment was to exclude two EPA regulations on strato-

spheric ozone that have a net benefit of trillions of dollars according to EPA.

The two regulations phase out the use of chlorofluorocarbons (CFCs) and

hydrochlorofluorocarbons (HCFCs), which cause a depletion of ozone in the

atmosphere. In a footnote, Hahn explains: “While these rules probably have

positive net benefits, the EPA’s estimates probably overstate the actual bene-

fits significantly. I therefore did not include these rules.”12 In an earlier ver-

sion of his estimates, Hahn explained the omission on different grounds. He

noted that EPA’s calculations were based on a “large number of deaths caused

by skin cancer,” and “[it] is quite possible that a cure will be developed.”13

In a second adjustment, Hahn supplied his own estimate of the value of

the benefits when agencies failed to monetize the value of the lives that a

regulation was projected to save. This adjustment also decreased his net

benefit estimate for the reasons discussed later in this chapter when we take

up Hahn’s calculations regarding individual regulations.

Section 812 Study

In 1997, EPA published a study of the total costs and benefits of the

CAA from 1970 to 1990, known as the “Section 812 study,” in response to a

congressional mandate that it periodically make such estimates. Although the

study is limited to one area of risk regulation, it is worth considering because
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it is the first and only effort to undertake a comprehensive measurement of

the costs and benefits of an entire regulatory program over time. Reflecting

this commitment, the study took seven years to complete and cost millions of

dollars.14 EPA estimated regulatory benefits ranging from $5.6 trillion to $49.4

trillion, in comparison to regulatory costs of approximately $0.5 trillion.15

Moreover, EPA pointed out that a number of benefits could not be quantified

because of limitations in risk data or the unavailability of reliable economic

methods to assign a monetary value.

Critics argue that EPA’s upper bound estimate of benefits—$49.4 trillion—

is “implausible,” “doesn’t pass a common sense test,” and “stretches the cred-

ibility of the report because the benefits are as much as one-sixth of the gross

national product of the United States.”16 The vast range of benefits reflected

EPA’s difficulty in making precise estimates of regulatory benefits. Neverthe-

less, the upper bound estimate may not be too wide of the mark. An emerging

literature on the value of “nature’s services” places the value of these services

at a level higher than the world’s GDP,17 which suggests that EPA’s estimate of

the value of clean air is not necessarily inaccurate because it is one-sixth of the

domestic gross national product. Moreover, EPA’s report was the subject of

intensive peer review by an independent, external panel of well-known econ-

omists, health scientists, and environmental scientists, known as the Science

Advisory Board Council on Clean Air Act Compliance Analysis (the “Coun-

cil”). The peer reviewers found the report to Congress to be a “serious, careful

study [that] employs sound methods along with the best available data,” and

that EPA’s findings are “consistent with the weight of the available evidence.”18

OMB

As noted earlier, OMB has estimated the total costs and benefits of en-

vironmental and safety regulation in response to a congressional mandate to

make such an assessment. In 2000, OMB estimated that the net benefit of

regulation was $30 billion to $1.62 trillion per year, based on benefits of $264

billion to $1.8 trillion and costs of $174 billion to $234 billion. In earlier esti-

mates, OMB found net benefits of between $34 billion and $3.38 trillion per

year (1998) and $100 billion (1997).19

As the variation in these estimates might indicate, OMB’s calculations are

subject to numerous potential sources of error. Two such problems illustrate
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the difficulty of making accurate estimates of total regulatory costs and bene-

fits. First, OMB uses Hahn and Hird’s estimates of regulatory costs and bene-

fits for regulations promulgated as of 1988, except for environmental regula-

tions. As discussed earlier, Hahn and Hird underestimated regulatory benefits

because they made no estimate of benefits for regulations in five areas, al-

though they calculated costs for those activities. OMB, however, had no

choice but to rely on their study because there is no alternative source of data

concerning these early regulations. Second, OMB based its lower bound es-

timate of the value of environmental benefits on the Hahn and Hird study.

Hahn and Hird estimated the value of all environmental regulation to be $22

billion.20 The Section 812 study, by comparison, had a lower bound estimate

of $378 billion for the benefits of only the Clean Air Act.21 OMB’s use of the

Hahn and Hird estimate produces a range of net environmental benefits from

a negative $78 billion to a positive $1.5 trillion. In other words, OMB’s lower

bound estimate implies that the country might have been better off during

the last three decades if no environmental law had ever been passed, a conclu-

sion entirely at odds with EPA’s CAA study.

Individual Regulations

The high aggregate costs of risk regulation cited by some critics obscure the

fact that risk regulation appears to have generated aggregate benefits in excess

of aggregate costs and probably greatly in excess of its costs. The fact that risk

regulation produces aggregate net benefits, however, does not mean that in-

dividual regulations are not excessive or irrational. Criticisms to that effect

are based on two types of studies. In the first type, analysts rank the cost-

effectiveness of individual regulations, according to how much money it costs

to prevent a premature death. In the second type, analysts calculate and com-

pare the benefits and costs of individual regulations.

As mentioned, a few key studies have been widely cited by critics of risk

regulation to establish that individual regulations are often excessive and ir-

rational, but other evidence finds risk regulation to have produced reasonable

results. This evidence is sufficient to suggest that the key studies relied on by

regulatory critics should not be automatically accepted as valid estimates of

regulatory outcomes.
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Cost-Effectiveness Studies

Almost everyone who has argued that risk regulation produces irrational out-

comes has relied on cost-effectiveness studies by one or both of two analysts.

The first is a 1986 article by John Morrall, a well-known economist at OMB,22

that was twice updated by OMB during the Reagan and the first Bush admini-

stration.23 The OMB-Morrall estimates have become “Exhibit A in the aca-

demic and political case for regulatory reform.”24 Such prominent analysts as

Justice Stephen Breyer and Professors Cass Sunstein (University of Chicago)

and Kip Viscusi (Harvard University) are among those reprinting the results

of these studies. Analysts critical of risk regulation also commonly cite re-

search conducted by John Graham of the Harvard Center for Risk Effective-

ness, who is President George W. Bush’s choice to head up the Office of In-

formation and Regulatory Affairs in the Office of Management and Budget.25

OMB-Morrall

John Morrall’s 1986 article analyzed the cost-effectiveness of forty-four

proposed, final, or rejected regulations on the basis of data that agencies had

submitted to OMB as adjusted by him for purposes of his analysis. He esti-

mated the regulatory costs of preventing one death by dividing the cost of the

regulation by the number of lives it was estimated to save. The results dem-

onstrate a stunning variation in the regulatory cost of saving a life. The three

least-cost regulations had a cost of $100,000 per life saved, while the most ex-

pensive regulation had a cost of $72 million per life saved. In addition, many

of the regulations came with a high price tag. Twenty-four of the regulations

cost more than $7 million per life saved, and seventeen regulations cost more

than $50 million per life saved.

OMB published a revised version of Morrall’s analysis in its annual report

on regulation in 1988 and again in 1992. The 1992 study, which analyzed fifty-

three final regulations, found even more widely disparate results. The five

least-cost regulations had a cost of $100,000 per life saved, while the most

expensive regulation had a cost of $5.7 trillion per life saved. Twenty-five of

the regulations had a cost of more than $6 million per life saved, twenty of the

regulations had a cost of more than $20 million per life saved, and fourteen

had a cost of more than $50 million.
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Based on these studies, these critics have reached one or both of two con-

clusions. First, many regulations are grossly inefficient because they spend

much more money to save a human life than the conventional value that

economists place on saving one life.26 Economists conventionally use a value

of human life of $3.0 million to $7.0 million for purposes of analyzing the

benefits of regulation. Second, regulatory priorities are not set in a rational

manner because the nation could purchase more safety and health protection

by refocusing regulatory efforts on hazards that cost far less to prevent. Justice

Breyer, for example, concludes on the basis of the 1992 OMB data, that

“[t]hese estimates suggest that the nation could buy more safety by refocus-

ing its regulatory efforts.”27

Wood Preserving Chemicals Rule

We begin our analysis of this evidence with the regulation that the 1992

OMB-update indicates is the most expensive regulation promulgated by any

agency. According to OMB, EPA’s Hazardous Waste Listing for Wood-

Preserving Chemicals has a stunning cost of $5.7 trillion per life saved. We

analyze this estimate in detail because it illustrates why the Morrall-OMB re-

sults cannot be accepted at face value.

The regulation requires firms that apply wood preserving chemicals to

lumber in an out-of-doors location to place a cement pad under coating ma-

chines in order to prevent the chemicals from dripping on the ground. The

rule also requires that such firms take other modest actions to prevent envi-

ronmental contamination, such as the safe removal of chemicals collected on

the drip pads.28 EPA estimated that the total annual cost of this regulation was

$11 million to $14 million per year. How, then, did OMB assign an extraordi-

nary $5.7 trillion price tag to a regulation that does not cost in absolute terms

more than $14 million per year?

EPA’s intention was to protect the environment. Prior to the rule, the

agency had listed fifty-four locations where there had been outdoor wood

treatment on the Superfund National Priorities List (NPL), and it had or-

dered corrective actions under the act for numerous other facilities because

of “extensive groundwater and soil contamination.” Although EPA intended

the rule as an environmental protection initiative, it did not provide any

monetary estimates of the value or benefits of the environmental protection
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that would result. Further, although the agency was highly uncertain about

the extent to which humans would drink water contaminated by wood-

preserving operations, it estimated that the rule might save one life every

three hundred years.29

OMB attributed the entire $14 million cost of the regulation to reducing

health risks, which ignores the fact that the compliance costs also pay for en-

vironmental protection. If the rule results in at least $11 million to $14 million

of environmental protection benefits—a likely result in light of the number

of contaminated sites involved and EPA’s description of the benefits of the

rule as including elimination of soil erosion with adverse effects on ground-

water quality and aquatic life in nearby streams—there is little or no cost to

any additional health benefits that the rule might have. Even if the environ-

mental benefits do not equal the cost, inclusion of those benefits necessarily

reduces the cost per life saved by the regulation.

OMB also discounted the value of the health benefits, which reduced the

number of lives saved from one per year to an infinitesimally small number.

Because OMB discounted the benefit of one life saved per year and because

this benefit occurred over a three-hundred-year time horizon, the cost of the

rule became $5.7 trillion. We discuss in the next chapter the controversy sur-

rounding the use of discounting in estimating the number of lives that a

regulation might save. For now, we would point out that the total cost of the

regulation is as low as $11 million per year, which produces considerable envi-

ronmental protection and may produce some small health benefits as well.

The use of a discounted estimate, without a comparison of the annual costs

and benefits, even if they cannot be quantified, is quite misleading.

Mythic Costs

A closer look at Morrall’s article confirms that the results should not

be automatically accepted. In Regulatory Costs of Mythic Proportions, Lisa

Heinzerling concluded that most of the “fantastic costs” in Morrall’s article

are “open to question.”30 Table 5.2 compares Heinzerling’s analysis with Mor-

rall’s.

Professor Heinzerling identified two aspects of Morrall’s methodology that

impacted his results. First, Morrall included a significant number of proposed

and withdrawn rules for purposes of demonstrating that many government
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  table 5.2

Competing Estimates of Cost-Effectiveness
(Millions of Dollars)

Annual Cost per Premature Death Avoided

Morrall’s 1986 Cost Estimates
(Discounted 10%)

Heinzerling’s Estimates
(Not  Discounted)

Formaldehyde (OSHA 1985) 72,000 21.8
Land Disposal (EPA 1986) 3,500 2.38
Arsenic/Low-Arsenic Copper (EPA 1986) 764 4.17
Arsenic (OSHA 1978) 92.5 10.0
Asbestos (OSHA 1986) 89.3 2.8
Coke Ovens (OSHA 1986) 61.8 4.5
Uranium Mill Tailings/Active (EPA

1983) 53.0 2.5
Acrylontrile (OSHA 1978) 37.6 3.5
Uranium Mill Tailings/Inactive (EPA

1983) 27.6 1.57
Ethylene Oxide (OSHA 1984) 25.6 2.03–3.88
Arsenic/Glass Plant (EPA 1986) 19.2 4.8
Benzene (OSHA 1985) 17.1 1.8
Asbestos (OSHA 1972) 7.4 0.19

source: Lisa Heinzerling, “Regulatory Costs” (citation in text).

regulations are not cost-effective. She found that eight out of the eleven most

expensive regulations listed by Morrall, and several other regulations, were

rejected by the government precisely because of their excessive costs—or the

regulations did not take effect for other reasons. “By the regulatory reformers’

lights,” Heinzerling notes, “the rejection of such rules should be viewed as a

success story.”31 Although Morrall disclosed that the regulations had been re-

jected, some subsequent citations to the table have not made this disclosure.

Regardless, one cannot prove that government regulation is too expensive by

citing regulations that were never adopted.

Second, Heinzerling found that Morrall’s estimates of cost per life saved

are “strikingly different from—and inevitably higher than—the agencies’ es-

timates.”32 She attributed the differences to two sources. Morrall sometimes

substituted his own lower estimate of the number of deaths that a regulation

prevents for the estimate made by agency risk appraisers. He also discounted

the number of future lives that the regulation would save by 10 percent per

year. When Heinzerling used the agency’s own risk estimates and did not dis-

count the number of lives saved in the future, the cost per life saved for all but
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two of the regulations fell to less than $5.0 million. Since, as noted earlier,

economists generally consider a cost of $3.0 million to $7.0 million as reason-

able, the cost of regulations according to Heinzerling falls “well within the

bounds of reasonableness.”33

Economic analysts object to cost estimates that do not discount the value

of lives saved in the future, and Heinzerling’s estimates have been criticized

on that basis.34 As the next chapter discusses, the use of discounting reflects

an economic perspective about the goals of regulation that is controversial.

For now, we compare Heinzerling’s results to a study that we undertook of

OMB’s update of the Morrall list of regulations.

OMB Update

In 1992, OMB published an update of Morrall’s study that contained

twenty-three regulations that had a cost of $8.0 million or higher. Of the fif-

teen regulations that did not appear in Morrall’s original study, we were able

to analyze the cost of nine regulations based on relevant available agency

data. Our results, which are summarized in Table 5.3, confirm Heinzerling’s

conclusions. Our cost estimates are millions of dollars less than the OMB es-

timates for seven of the nine regulations. Five of these seven regulations cost

less than $6.0 million for each premature death avoided. A detailed explana-

tion of our calculations can be found in Appendix I.

Moreover, it is likely that we have overestimated the cost of two of the

four regulations that cost more than $6.0 million per life saved. As discussed

earlier, OMB’s estimate of the cost-effectiveness of the Wood Preservative

Chemical Rule ignores the benefits gained from environmental protection.

Our estimate likewise does not include those benefits, although we identify

their existence. As also noted in Table 5.3, our estimate of the cost of the Haz-

ardous Waste Listing for Petroleum Sludge does not include both health and

nonhealth benefits produced by the regulation.35

The difference between our results and those of OMB is apparently attrib-

utable to methodological choices. First, like Heinzerling, we did not use dis-

counting in Table 5.3. As noted, the use of discounting is controversial, as we

will discuss in the next chapter. Second, Professor Heinzerling found that

Morrall made his own estimates of the number of lives that a regulation

might save, rather than accepting the agency’s estimate. Likewise, she was able
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  table 5.3

 Competing Estimates of Cost-Effectiveness
(Millions of Dollars)

Annual Cost per Premature Death Avoided

Regulations

OMB’s 1992
Estimates

(Discounted 10%)
Agency Data

(Not Discounted) Additional Considerations

Hazardous Waste Listing for
Wood-Preserving Chemicals
(EPA 1990)

5,700,000 $11.0–14.0 —Benefits do not include
environmental protection

Atrazine/Alachlor Drinking
Water Standard (EPA 1991)

92,069.7 1.81 —Benefit and cost estimates
for 37 substances including
Atrazine and Alachlor

1,2 Dichloropropane Drinking
Water Standard (EPA 1991)

653.0 1.81 —Benefit and cost estimates
for 37 substances including 1,2
Dichloropropane

Benzene NESHAP (Revised:
Waste Operations) (EPA
1990)

168.2 164.68

Asbestos Ban (EPA 1989) 110.7 3.33–5.86

Lockout/Tagout (OSHA 1989) 70.9 0.19–1.2

Benzene NESHAP (Revised:
Transfer Operations) (EPA
1990)

32.9 33.0

Hazardous Waste Listing for
Petroleum Refining Sludge
(EPA 1986)

27.6 9.0–131.0 —Benefits do not include
environmental protection

—Agency could not quantify
additional health benefits

Benzene Occupational Expo-
sure Limit (OSHA 1987)

8.9 3.31 —Agency could not quantify
additional health benefits

source: For sources and methodology, see Appendix I.

to document examples of OMB reducing agency estimates of the number of

lives that a regulation is likely to save.36

We also made discounted estimates for eight of the regulations that OMB

studied for which we could obtain the necessary data. The results can be

found in Table 5.4. Six of the eight regulations cost millions less than OMB’s

estimate. Moreover, we have likely overestimated the costs of Formaldehyde,

which is one of the three regulations that had costs greater than $7.0 million.

Our estimate is based on data available to the Occupational Safety and Health

Administration (OSHA) at the time it promulgated the regulation, but later
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  table 5.4

Competing Estimates of Cost-Effectiveness
(Millions of Dollars)

Annual Cost Per Premature Death Avoided

Regulations

OMB’s 1992
Estimates

(Discounted 10%)
Agency Data

(Discounted 2%) Additional Considerations

Formaldehyde Occupational
Exposure (EPA 1991)

86,201 21.7–164 —OSHA underestimated the
number of lives saved
—Costs are significantly over-
stated

Benzene NESHAP (Revised:
Waste Operations) (EPA
1990)

168.2 170.3

Asbestos Ban (EPA 1989) 110.7 3.1–5.45 —Agency could not quantify
additional health benefits
—Based on 3% discount rate

Lockout/Tagout (OSHA
1989)

70.9 1.23

Benzene NESHAP (Revised:
Transfer Operations) (EPA
1990)

32.9 35.14

Cover/Move Uranium Mill
Tailings (Inactive Sites) (EPA
1983)

31.7 3.37

Arsenic/Copper NESHAP
(EPA 1986)

23.0 4.7

Ethylene Oxide Occupational
Exposure Limit (OSHA 1984)

20.5 3.29–6.25 —Agency could not quantify
additional health benefits
—Retrospective study indi-
cates that costs are “modestly”
underestimated

source: For sources and methodology, see Appendix II.

information indicates that the costs of the regulation are overstated and the

benefits understated.37

The difference between OMB’s estimates and our own is again attributable

to different methodologies. As the next chapter discusses, there are a number

of methodological choices concerning discounting, such as the size of the dis-

count rate, that greatly impact the results of a study. For example, OMB used

a 10 percent discount rate, which is considered by many analysts to be too

high for the purpose of estimating regulatory costs. As explained in the next
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chapter, a high discount rate will greatly increase the cost of regulation. Thus,

we achieved lower costs in part by use of a 2 percent discount rate. Our meth-

odology is explained and documented in Appendix II. We discuss and defend

our methodology in the next chapter.

John Graham

John Graham has produced two studies that are popular citations of

regulatory critics. As with the OMB-Morrall estimates, Graham’s results de-

pend on methodological choices and assumptions that tend to raise the cost

of the regulations that he studied. In light of these choices and assumptions,

his results are also open to question.

In a 1995 study,38 Graham and his coauthors estimated the cost-effective-

ness of 587 life-saving interventions organized into three categories: fatal in-

jury reduction, the control of toxins, and medical interventions. Slightly less

than half of the interventions (250) involved risk regulation. Graham meas-

ured cost-effectiveness according to the cost per life-year saved, which is the

cost per year of preventing a premature death. Graham and his coauthors

found vast disparities in life-saving costs across interventions and across cate-

gories of interventions, particularly in the category of toxic control, where the

costs ranged from zero or less than zero, because the intervention saved more

money than it cost, to $99 billion for each life-year saved.

In 1996, Graham and Tammy Tengs estimated the “opportunity cost” of

pursuing more expensive life-saving interventions instead of less expensive

choices.39 They calculated that there would be an additional 60,200 lives saved

if the annual resources then devoted to saving lives were directed toward life-

saving interventions that cost $7.57 million or less. This step would, the ana-

lysts concluded, more than double the life-saving potential of current inter-

ventions. Or, as Graham has said, the country is committing “statistical mur-

der” by missing the opportunity to save the lives of a large number of uni-

dentified persons.40

Like the OMB-Morrall studies, Graham’s work suggests that something

may have gone terribly wrong with current regulatory approaches to risk

regulation. But Graham, like the OMB-Morrall studies, employs methods of

analysis that are questionable or involve assumptions that reflect controver-

sial political value choices.41
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First, like Morrall, Graham cites regulations that were never implemented.

Of the ninety EPA interventions included by Graham, Professor Lisa

Heinzerling has found that only eleven were ever promulgated by EPA. Many

of the ninety were never even proposed by the agency. As we stated earlier,

one cannot prove that government regulation is too expensive by citing

regulations that were never adopted, let alone never proposed. Moreover, the

implication of Graham’s second study is that we are wasting money on regu-

lations that are not very cost-effective when we could be investing the same

money in regulations that are more cost-effective. But if a regulation was

never adopted, it is not wasted resources that prevent us from pursuing a

more cost-effective regulation.

Second, Graham’s estimates of cost-effectiveness are drawn from dozens

of studies conducted by others, and the cost per life-year saved of the very

same regulatory strategy varies, sometimes greatly, according to the source.42

For example, the cost per life-year saved of a ban on urea-formaldehyde foam

insulation in homes is either $11,000, if you accept an estimate by EPA, or

$220,000, if you accept an estimate by Professor Kip Viscusi.43 More dramati-

cally, the cost per life-year saved of regulation of low-arsenic copper smelters

ranges from $2.6 million to $890 million, and the cost per life-year saved of

regulation of arsenic emissions from glass plants ranges from $2.3 million to

$51 million.44 As stated earlier, estimates of regulatory costs and benefits can

vary widely, depending on the assumptions underlying the numerical esti-

mates, yet Graham’s confident conclusion that more lives can be saved by

switching to lower cost regulations assumes that the higher cost estimates are

accurate.

Third, Graham used discounting to measure cost-effectiveness. As in the

OMB-Morrall studies, this technique has the impact of reducing the cost-

effectiveness of risk regulations. The reader will recall that nondiscounted es-

timates of the regulations studied by OMB and Morrall were millions of dol-

lars less than discounted estimates. Moreover, as we discuss in the next

chapter, Graham uses a form of discounting that is at odds with his measure-

ment of the effectiveness of regulation according to how many years of life it

prolongs.

Finally, as noted, Graham uses the number of years that a regulation pro-

longs a life as the measure of its effectiveness. As a result, a life-saving inter-
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vention that saves an older person’s life is less cost-effective than one that

saves a younger person’s life. Thus Graham and his coauthors assume that

saving the life of the young is more beneficial to society than saving the life of

the middle-aged or elderly. The impact of this controversial assumption is to

increase the cost of regulations that protect persons when they get older.

Most cancer protection regulations have this impact, because cancer gener-

ally occurs years after exposure to carcinogens. Since Graham’s methodology

is biased against cancer protection, it is not surprising that he finds that toxin

protection is generally less cost-effective than medical and safety interven-

tions that tend to protect younger persons from more immediate deaths.

Cost-Benefit Studies

The studies just discussed are of cost-effectiveness, which determines how

much money it takes to prevent a premature death. Other studies of regula-

tion utilize a cost-benefit methodology that assigns an economic value to the

benefit of saving lives in the future, and to other benefits, such as a reduction

in illness, and compares that benefit to the cost of the regulation. This second

approach has also led critics of risk regulation to conclude that many regula-

tions are grossly inefficient because the cost of the regulations far exceeds the

benefits. Other studies, however, dispute that conclusion.

A 1999 study by Robert Hahn, mentioned earlier in the discussion of aggre-

gate costs and benefits, illustrates the cost-benefit approach. Hahn began with

data that agencies had submitted to OMB on 106 final major regulations

promulgated by agencies between 1981 and mid-1996. Where agencies failed to

monetize the value of the lives that a regulation would save, Hahn used a $5.0

million measurement of the value of a statistical premature death avoided and

a 5 percent discount rate. He valued injuries using conventions such as

counting a chronic disease or disabling injury as one-third of a life and work-

day-lost-injuries as one-hundredth of the value of a life. As noted earlier,

Hahn found that the rules produced $1.6 trillion in net benefits. He also

found, however, that only 57 percent of the individual regulations had positive

net benefits. Federal regulations had a total net benefit because the positive

net benefits of the regulations that passed a cost-benefit test were greater than

the negative net benefits generated by regulations that did not pass the test.45
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Critics of risk regulation have used Hahn’s data as the basis for recom-

mending greater reliance on a cost-benefit standard in risk regulation. Citing

an earlier version of Hahn’s 1999 study, for example, six prominent econo-

mists, including Hahn, concluded: “While some regulations pass a cost-

benefit test according to agency estimates, most do not. Balancing the incre-

mental benefits and costs could help reduce waste and inefficiency and im-

prove economic welfare.”46

A 2000 OMB study comes to a remarkably different conclusion than

Hahn’s cost-benefit estimates. The study was undertaken as part of OMB’s

effort, described earlier in the chapter, to estimate aggregate costs and benefits

for all regulation. OMB considered all of the major final regulations it had re-

viewed between April 1, 1995, and March 31, 1999, for which the agencies pro-

vided quantified estimates of costs and benefits. In cases in which the agency

both quantified and monetized fatality benefits, OMB made no adjustments

in the agency’s estimate. In cases in which an agency provided only a quanti-

fied estimate of fatality risk, but did not provide any method of monetizing the

benefit, OMB used a value of $5.0 million per life saved.47 OMB provided a

range of benefit and cost estimates for most regulations. Estimates were made

on an annualized basis and based on net present value. OMB also described

some benefits that agencies could not, or did not, quantify.

According to the OMB data, benefits exceeded costs for about 80 percent

of the final regulations based on annualized costs and benefits and about 75

percent of the final regulations based on the net present value of costs and

benefits. For purposes of this comparison, we counted a regulation as having

positive net benefits if the lower bound estimate of benefits was higher than

the upper bound estimate of costs. We also counted a regulation as having a

positive net benefit if 70 percent or more of the net benefit range was positive

because the net benefit range is significantly positive.48

Whereas the OMB data indicate that 75 to 80 percent of the regulations

studied had benefits that exceed their costs, Hahn found that only 43 percent

met this mark. One potential explanation for this result is that OMB studied

regulations that were finalized from mid-1995 to mid-1998, and Hahn studied

regulations that were promulgated between 1981 and mid-1996. Criticisms of

risk regulation by analysts like Hahn may have led agencies to do a better job

equating costs and benefits in the later regulations studied by OMB. A more
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likely explanation is that OMB and Hahn used different valuation methods.

Efforts to measure the benefits of risk regulation are fraught with uncertainty,

as the next chapter discusses. These uncertainties require evaluators to make

assumptions and policy choices that can greatly impact the calculations that

are being made.

Conclusion

Some critics of risk regulation point to the high aggregate regulatory costs as

evidence that something is amiss, but aggregate net benefits total billions of

dollars. Thus risk regulation makes a large positive contribution to economic

welfare in the aggregate. A more relevant consideration for policy purposes,

however, is the impact of individual regulations. The OMB-Morrall, Graham

and Hahn studies, which are widely cited by regulatory critics, find that many

individual regulations are excessive and irrational. These results, however, are

attributable in many instances to their methodological choices and assump-

tions. Different results can be reached by employing different choices and as-

sumptions.

Thus, whether risk regulation is reasonable or not turns on how it is ana-

lyzed. The next chapter considers how methodological choices and assump-

tions impact the results of studies of risk regulation, and whether the choices

and assumptions of the critics should be accepted.
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Valuation Methods

here is nothing simple about estimating the impact of most reg-

ulations. This chapter describes and analyzes the difficulties in

making such estimates. More specifically, we consider how the choices and

assumptions that analysts employ affect the estimates that they make. Since

the outcome of a study can turn on how regulations are analyzed, pragmatic

policy-makers should avoid indiscriminate reliance on studies critical of risk

regulation for sweeping policy-based reforms.

Some of the choices that analysts employ are dictated by limitations in

data or existing analytical methods. Once these limitations are understood,

they suggest that regulatory estimates may not be accurate depictions of ac-

tual outcomes. In theory, analytical choices can produce estimates that over-

state or understate the reasonableness of risk regulation. In practice, studies

critical of risk regulation tend to employ choices that understate the value of

regulation. In light of our bounded rationality, estimates more favorable to

risk regulation are equally plausible.

Analytical techniques, such as cost-effectiveness and cost-benefit analysis,

are built on economic principles and assumptions. Yet, as Chapter 3 discussed,

Congress has almost universally rejected economic principles as the sole basis

of risk legislation. As Chapter 4 discussed, risk legislation instead reflects mul-

tiple, widely held social values. Thus, although regulatory analysis might in-

form us of the extent to which risk regulation is consistent with economic

principles, it does not measure the extent to which risk regulation is consistent

with the multiple social values that risk regulation serves. There is no mathe-

matical, analytical tool to which one can turn for such an assessment. This does

not mean that policy-makers and researchers should not perform such assess-

ments, but it does mean that careful, qualitative analysis will be necessary.

T
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Regulatory Analysis

As the last chapter discussed, regulatory analysis is of two types: cost-

effectiveness and cost-benefit analysis. Both techniques require an estimate of

the number of lives that a regulation will save as well as other protective con-

sequences that will result. For this purpose, analysts rely on risk assessment, a

process that uses available scientific evidence to define the effects of exposure

of individuals or the environment to hazardous materials and situations.1

This chapter begins with a description and analysis of risk assessment and of

the choices and assumptions that underlie this process.

Under cost-benefit analysis, the analyst establishes the economic value of

the benefits identified in risk assessment. This requires that the analyst have a

quantified estimate of such benefits. As the last chapter discussed, one serious

limitation of many studies is that analysts ignore benefits that cannot be

quantified. We will discuss this and other methodological choices and as-

sumptions that impact the effort to monetize the benefits of risk regulation.

Under both forms of analysis, the analyst must estimate the cost of regula-

tion. Under cost-effectiveness analysis, the analyst divides an estimate of the

number of premature deaths that a regulation may prevent by the cost of

such prevention. Under cost-benefit analysis, the analyst compares estimates

of the monetary benefits of regulation with the estimate of costs. The estima-

tion of regulatory costs also involves complicated methodological choices

and assumptions, and that is the third subject covered by this chapter.

Finally, we discuss a methodological issue that arises in both forms of

analysis: how to discount future benefits and costs. As with the previous is-

sues, the choices and assumptions employed by analysts affect their esti-

mates. Indeed, as the last chapter indicated, the use or nonuse of discounting

greatly impacts estimates of cost-effectiveness. The Morrall–Office of Man-

agement and Budget (OMB) studies, which employed high discount rates,

identified regulations that had extraordinary costs. Efforts by Lisa Heinzer-

ling and ourselves to recalculate these estimates without discounting found

the same regulations mostly had reasonable costs. The final section of this

chapter discusses this issue and other issues that arise from the use of dis-

counting.
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Risk Analysis

Although risk assessment is based on scientific evidence, it is not a precise

scientific prediction because information about the risks being studied is

usually limited. Cancer and other health risks are difficult to estimate, for ex-

ample, because so few substances have been subjected to full-scale toxico-

logical testing in laboratory animals, and even fewer have been studied in sta-

tistically valid epidemiological studies.2 In light of the limited data, it is inevi-

table that the results will be influenced by the methodological choices and as-

sumptions made by the analyst.3 For example, the estimates of exposure risks

produced by cancer risk assessment models can vary by five to ten orders of

magnitude, depending on the models selected and the exposure assumptions

that are plugged into those models.4 Translated into economic terms, differ-

ences of this magnitude are analogous to the difference between the price of a

cup of coffee and the size of the national debt at its peak.5

Most risk assessments are subject to uncertainty, but the degree can vary.

Some safety studies may be more accurate than estimates of cancer risk, for

example, because there is better evidence about cause and effect relationships

between risk and injuries and about the size of the exposed populations. By

comparison, determining ecological effects may be an even more daunting

task than estimating cancer risks, because so little is understood about the

relationship between human activity and environmental outcomes.6

Default Assumptions

In light of the many uncertainties, risk assessors must interpret the ex-

isting data, draw inferences from those interpretations, and make assump-

tions to fill the gaps between data and predictions. Some methodological

choices are informed by scientific judgment about which there may be disa-

greement among the experts. Other choices reflect policy preferences about

which there is invariably disagreement among regulators and interested par-

ties.

Opponents of risk regulation particularly object to one policy preference

typically used by agency risk assessors concerning cancer risks. Agencies usu-

ally assume in the absence of conclusive evidence to the contrary that a car-

cinogen has no “threshold” concentration below which it poses no risk of
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causing cancer. Similar assumptions are built into the conversion factor for

translating the results of animal testing to humans.7 Since such assumptions

are made in the absence of definitive scientific proof, they have become

known as “default” assumptions. As the Environmental Protection Agency

(EPA) has explained:

[D]efault assumptions are necessarily made in risk assessments in which data gaps

exist in general knowledge or in available data for a particular agent. These default

assumptions are inferences based on general scientific knowledge of the phenom-

ena in question and are also matters of policy concerning the appropriate way to

bridge uncertainties that concern potential risk to human health (or, more gener-

ally, to environmental systems) from the agent under assessment.8

The use of conservative default assumptions is in keeping with the protec-

tive mandate of risk regulation because it minimizes the danger to the public

if the agency underestimates a risk. As John Applegate argues:

[T]here is nothing inherently wrong with choosing conservative or protective sce-

narios or assumptions. After all, environmental legislation has at its heart the pre-

vention of harm before it occurs. This certainly implies erring on the side of safety

when uncertainty exists. If an estimate turns out to be erroneous, surely we would

rather be in the position of relaxing unneeded restrictions than apologizing to

victims’ families.9

These assumptions promote the preventive function of risk regulation and

are based on the premise that it is typically worse to fail to regulate based on

an erroneous determination that a risk was not serious enough to warrant

regulation (a false negative) than it is to regulate based on an erroneous

determination that a risk was serious enough to warrant regulation (a false

positive).

Because agencies employ conservative risk assumptions, critics of risk

regulation contend that agencies overstate the benefits of risk regulation.

Since agencies lack proof that risks are as great as assumed, the critics argue

that monetary estimates of benefits by agencies, which are based on these risk

assessments, are overstated. There is no clear evidence, however, that risks are

in fact overstated. If anything, the available evidence, although fragmentary,

indicates that regulators have not overestimated the extent of environmental

and health and safety risks.10

Because of their opposition to conservative risk assumptions used by



96 VALUATION METHODS

agencies, some of the critics of risk regulation have made their own risk as-

sessments.11 In John Morrall’s original article, for example, he acknowledges

adjusting agency estimates of the number of lives that a regulation will save.12

Likewise, it appears that OMB made adjustments to agency risk estimates for

purposes of its 1992 cost-effectiveness study.13 Similarly, as documented ear-

lier, Robert Hahn failed to include two significant EPA regulations in his cal-

culations of net regulatory benefits because the regulations protected against

skin cancer, and he believed that a cure will be developed.14 It does not ap-

pear, however, that these adjustments were made according to the practices

and methods of risk assessors.

Critics of risk regulation, such as John Graham, have proposed that Con-

gress eliminate the use of default assumptions by requiring agencies to use

the “best” or “most likely” estimate of the risks posed by a particular activ-

ity.15 This proposal is not pragmatic because it erroneously assumes that there

is sufficient risk information to achieve such an estimate. The uncertainties

that becloud risk assessment, discussed earlier, are simply too large in most

cases to support “best estimates.”16 Moreover, it is simply not feasible to

“average” risk estimate studies because studies that reach different results

typically utilize different methodological choices and assumptions. As Elaine

Silbergeld points out, calculation of a “central” estimate of risk in this cir-

cumstance, is like “averag[ing] the winning percentage of all Los Angeles

sports teams—basketball, football, hockey and baseball—to derive a central

estimate of likely success for an athlete playing in that city.”17

A better reform is to require that agency risk assessments be transparent.

The choices and assumptions used by risk assessors should be clearly ex-

plained. Moreover, if different risk assessment models yield different predic-

tions, the predictions should be displayed and explained in a comprehensible

fashion. These are pragmatic requirements because such transparency is a

necessary foundation for two-way communication between government and

the public it serves.18

Regulatory Benefits

Analysts attempting to compare the costs and benefits of a regulation must

assign an economic value to the benefits identified in the risk assessment. Just
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as in the risk assessment context, analysts end up plugging holes in the data

with methodological choices. We discuss three such choices and why each

tends to understate the value of regulatory benefits. The value of benefits is

affected by the use of a “willingness to pay” measurement of benefits, the as-

sumption that market prices are an accurate reflection of preferences for ad-

ditional safety, and the failure to include difficult-to-measure regulatory

benefits. Analysts are working on improving analytical methods, which

should make the monetization of regulatory benefits more accurate. As of

yet, however, these methods have not been perfected, and it is not clear that

they will be perfected any time soon. Other evaluation problems, however,

are inherent in monetizing benefits, and these cannot be overcome.

Chapter 4 explained that economic theory determines the value of human

life, reduction of injury, and disease and environmental protection according

to how much the beneficiaries of regulation are willing to pay for a reduction

in risks. Willingness to pay is ascertained indirectly through the “revealed

preferences” of individuals in market transactions. Thus the value of pro-

tecting human life from workplace risks is based on how much money work-

ers are willing to pay to reduce small safety risks at work.19 Similarly, the value

that consumers assign to the reduction of safety risks is determined from how

much money consumers pay for safer products.20 To measure the value of en-

vironmental amenities like national parks, economists consider the amount

of money that people spend to travel to such places.21

The use of revealed preferences to estimate individuals’ willingness to pay

for more protection and less risk is subject to a number of potential errors,

which cause regulatory benefits to be understated. This section considers

these problems and the extent to which analysts are likely to overcome them.

“Willingness to Pay” versus “Willingness to Sell”

As Chapter 4 discussed, economic theory assumes that the amount that

someone is willing to pay to purchase some additional level of protection is

equal to the amount that the person would demand in order to receive less

protection, if the person ends up at the same level of risk in either case. Prag-

matism, however, is concerned with real world outcomes, where it is less

likely that the willingness to sell is impacted by a person’s wealth than the

willingness to buy. Since willingness to pay is a function of a person’s wealth,
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a person’s wealth will limit the amount that he or she can pay to be safer or to

reduce harm to the environment. By comparison, if regulatory benefits were

measured by a “willingness to sell,” the value of regulatory benefits undoubt-

edly would be higher.

Since the market system works as a “willingness to pay” system, any pref-

erences revealed by the market system will necessarily be “willingness to pay”

measurements. As Chapter 4 discussed, that is one reason why it is not prag-

matic to base the level of regulation on a cost-benefit test. If regulatory deci-

sions were made on the basis of people’s willingness to pay for protection,

equitable considerations would be ignored.

When cost-benefit analysis is used to evaluate the extent to which risk

regulation as presently constituted is consistent with economic efficiency,

there is still a problem. Criticism of current regulatory programs on the basis of

willingness to pay measurements assumes that the existing distribution of

wealth did not affect the measurement of regulatory benefits, which is unlikely.

Market Flaws

The next problem is the assumption that revealed preferences used by

analysts to determine the benefits of regulation are accurate reflections of in-

dividual preferences. This assumption is valid, however, only to the extent

that markets function without imperfections, which are known as “market

flaws.” In economic theory, a market will function in this “perfect” manner

only if certain crucial conditions are met, such as accurate and complete in-

formation for buyers and sellers.22 When market transactions occur without

complete information, market prices are not accurate reflections of buyers’

preferences.

The use of wage premiums to estimate the benefits of workplace safety il-

lustrates this difficulty. Economic theory predicts that workers will seek safer

jobs unless employers compensate them for the workplace risks that accom-

pany a more dangerous job.23 Thus workers will seek a wage premium suffi-

cient to reimburse them for the costs of any future accidents, including the

loss of any compensation. Since a worker gives up the “wage premium” to

work in a safer place, the worker who leaves a risky job is “willing to pay” (in

terms of forgone compensation) the amount of the premium to work in safer

conditions.
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Consistent with this theory, some studies have found that workers in dan-

gerous jobs receive higher wages after controlling for education, experience,

and other market characteristics of safety hazards.24 The size of wage premi-

ums is typically small. Professor Viscusi, for example, has found that annual

compensation for all job safety risks equals about $400 per worker.25 Al-

though the compensation is low, analysts extrapolate from such data that

workers are willing to pay between $3.0 million and $7.0 million to prevent

one premature death.26 A small wage premium is the equivalent of this much

larger amount because the premium is paid for a relatively small risk. For ex-

ample, if one worker out of ten thousand workers will die annually from a

particular safety risk, a $400 wage premium is the equivalent of a $4.0 million

value of life. The value of a life is calculated by dividing the $400 wage pre-

mium by the fatality risk (.0001), which results in a $4.0 million valuation for

a life saved.

The existence of wage premiums would seem to indicate that workers have

some knowledge of workplace risks, but a study by Peter Dorman and Paul

Hagstron disputes that conclusion. They found that, although wage premium

studies control for education, experience, and other market characteristics of

safety hazards, these studies did not control for labor market imperfections in

the industries being studied. When they accounted for such imperfections in

their correlation studies, they found no evidence that workers receive com-

pensation for the risk of fatal and nonfatal injuries except for one weak meas-

ure of fatality risk. They concluded that “[t]hese results cast doubt on the

very existence of compensating differentials for all workers, union and non-

union alike.”27

Even if the additional wages paid to workers in dangerous industries are

actually wage premiums, they are an accurate reflection of the workers’ pref-

erences only if workers had an adequate understanding of existing risks.28

Workers’ knowledge, however, may be limited. Using national survey data,

James Robinson found that 33 percent to 50 percent of workers in occupations

with high rates of disabling injuries and illnesses reported that they faced no

significant safety or health hazards. Although workers were more likely to rec-

ognize cancer risks in industries where such risks were high, only 12 percent to

33 percent considered that they were exposed to a significant risk.29 Moreover,

it is not enough that individuals know that working in a steel mill is more dan-
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gerous than working for an insurance company. To bargain for appropriate

wage premiums, workers must be able to discern marginal differences in risk

between jobs within the same firm or between two firms in the same indus-

try.30 Workers are hampered in obtaining accurate information about work-

place risks because existing data significantly understate the extent of such

risks.31 A worker’s evaluation of risk may also be distorted by psychological

defects in the way that risk information is processed by individuals.32 Younger

workers, for example, are likely to undervalue low probability and high con-

sequence risks based on the familiar “it-can’t-happen-to-me” theory.

There is another market flaw that impacts the reliability of wage premium

studies as an indication of workers’ preferences. The additional compensation

that a worker can obtain for hazardous work is a function of the worker’s bar-

gaining power. That is especially true in jobs in which employees can be easily

replaced and for which alternative jobs are not readily available. Many haz-

ardous jobs have these characteristics. Dorman and Hagstron found evidence

of a negative correlation—that is, relatively high risk and low wages—for

nonunion workers.33 James Robinson found that if education and skill levels

are ignored, hazardous jobs pay 20 percent to 30 percent less than safe em-

ployment. This discrepancy indicates that persons with training and educa-

tion avoid such jobs because safer employment pays more. The pool of labor

for hazardous jobs therefore consists of “disadvantaged workers who are

willing to accept health and safety risks in return for very modest amounts of

compensation.”34 “In plain terms,” Dorman and Hagstron explain, “non-

union workers in dangerous jobs are, in many cases, simply unlucky: they

have found their way into situations of high risk and low pay and would pre-

sumably move to a better job if they could.”35

Extrapolation from Safety Studies

Analysts use wage premium studies for purposes other than estimating

the benefits of workplace regulation. For example, researchers have been un-

able to test for the existence of risk compensation for occupational illness,

such as cancer, because there is little reliable data about the risk of occupa-

tional diseases.36 In light of the lack of evidence concerning how much work-

ers are willing to pay to reduce health risks, analysts assume that it is the same

amount that they are willing to pay to reduce safety risks.
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This assumption leads to a likely understatement of the value of workplace

and environmental health protections, for several reasons. Benefits are likely

to be understated because analysts fail to take into account the impact of

wealth and the context in which the risk occurs.

Wealth Effect

This extrapolation ignores the impact of wealth on willingness to pay.

Individuals who take risky workplace jobs generally have lower than average

incomes. Environmental protection, however, generally protects a larger and

wealthier population, who presumably could and would pay more for a re-

duction in health risks than workers can afford to pay for a reduction in

workplace risks. Thus, as Richard Revesz notes: “[An] appropriate correction

needs to be made when extrapolating from the workplace to the environ-

mental arena.” The problem, he continues, is that “[no] empirical literature

. . . sheds light on the magnitude of the correction.”37 Thus we can anticipate

that the cost-benefit analysis undervalues the health benefits that result from

environmental protection, but analysts as of yet lack the information to over-

come this problem.

Contextual Effects

Extrapolation from workplace safety studies to estimate other regula-

tory benefits presents another problem that affects the reliability of such esti-

mates. The use of revealed preferences in a different context assumes that in-

dividuals will assign the same value to protection in other contexts. But re-

vealed preferences are likely to be context specific. As Richard Pildes and Cass

Sunstein note: “We cannot get a good sense of what people value simply from

choices, since choices are a function of context and since they are inarticu-

late—poor predictors of future behavior—without an account of what lies

behind them.”38 Thus “[s]moke alarm purchases, cap safety expenditures, and

use of suntan lotion cannot plausibly be said to reflect general judgments

about the value of life.”39 Similarly, “a willingness to spend $X to eliminate a

1/10,000 risk of death does not necessarily entail a willingness to pay $10X to

eliminate a 1/1000 risk of death, a willingness to pay $100X to eliminate a 1/100

risk of death, or a willingness to pay $1,000X to eliminate a 1/10 risk of death.”40
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The problem of context shows up in several ways. As noted, wage premi-

ums concern safety risks, but researchers use the information to estimate the

willingness of individuals to pay for reductions in health risks. Individuals,

however, are likely to view the two situations differently.41 Whereas deaths

from industrial accidents occur instantaneously and without warning, deaths

from environmental exposures to carcinogens often occur after a long and

agonizing ordeal. “All deaths are bad,” Cass Sunstein notes, “[b]ut some

deaths are worse than others.”42 Analysts have begun to study how this differ-

ence impacts willingness to pay. One study finds that the valuation of life in

the case of carcinogenic exposure is twice as high as the valuation of life for an

unforeseen, instantaneous death.43

Another contextual problem arises from the difference in valuation of

voluntary and involuntary incurred risks. Research suggests that people as-

sign a higher value to avoiding a risk that is thrust upon them involuntarily

than risks that they voluntary incur.44 The revealed preferences indicated by

wage premiums, however, are supposed to relate to voluntarily incurred risks.

In economic theory, market transactions involve voluntary transactions be-

cause no one will enter into a transaction unless it makes the person better

off. If that is accurate, it is unreliable to estimate the value of avoiding invol-

untary risks, such as risks posed by air and water pollution, on the basis of

wage premiums, which reflect voluntary risks.45 In fact, as discussed earlier, it

is not clear the extent to which workplace risks are voluntarily incurred.46

Analysts are attempting to estimate the impact of voluntariness on willing-

ness to pay. Professor Revesz interprets one such study as suggesting that in-

dividuals may be willing to pay twice as much to avoid a death from an invol-

untary risk as from a voluntary one.47

Contextual factors other than the voluntary or involuntary nature of risks

also affect individual perceptions of the acceptability of risk. Such factors in-

clude whether a risk produces catastrophic or diffuse consequences, whether

the consequences involve irretrievable or permanent losses, the social condi-

tions under which a particular risk is generated and managed, the nature of

the death that the risk creates, how much suffering is entailed, and equity

among groups and between generations.48

While it is clear that context affects how people value the avoidance of
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risks, “further research on such matters is clearly needed.”49 In the meantime,

we do know that existing estimates of the benefits of environmental health

protection likely understate the amount of benefit, although no one knows

by how much.

Nonquantified Benefits

The effort to estimate regulatory benefits understates such benefits for

yet another reason. In order to quantify the monetary value of a regulatory

benefit, the analyst must start with a quantified estimate of that benefit, such

as the number of premature deaths that a regulation is estimated to prevent.

Analysts therefore tend to ignore benefits that are difficult or impossible to

quantify, which means that the monetized benefit estimate does not accu-

rately reflect the actual regulatory benefits.50 If analysts attempt quantifica-

tion, they often use rough estimates that may bear no realistic relationship to

actual benefits. Recall, for example, that Bob Hahn treated a chronic disease

or disabling injury as having the same economic value as saving one-third of a

life.51 This problem is unavoidable because, as discussed earlier in this chap-

ter, many human and environmental risks are not very well understood. As a

result, analysts lack empirical estimates of them.

The fact that benefits cannot be quantified does not mean that they should

not be considered in any effort to assess the benefits of regulation. Yet be-

cause these benefits cannot be quantified, they do not play a role in efforts to

quantify benefits for purposes of a cost-benefit test. In Laurence Tribe’s fa-

mous observation, modelers tend to “dwarf soft variables.”52 In turn, critics of

risk regulation likewise ignore such benefits. The Morrall-OMB studies dis-

cussed in the previous chapter are a good example. Although these studies

have been cited by regulatory critics dozens of times, the critics have generally

failed to note, as we did, the nonquantified environmental benefits that re-

sulted from the regulations studied by Morrall and OMB. Once these benefits

are taken into account, there is a more complete picture of the rationality of

some of the regulations that appear to be the most unreasonable. Although

these regulations were intended primarily to protect the environment, OMB

attributed the entire cost of the regulations to the reduction of health risks.
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Contingent Valuation

As noted, analysts have begun to address defects in the manner in

which regulatory benefits are calculated. The most significant such effort is to

use survey evidence. For example, one such technique, contingent valuation,

has become popular with analysts to estimate environmental benefits.53 Al-

though this approach permits analysts to monetize what are now nonquanti-

fied benefits, the reliability of such estimates is open to question.

In contingent valuation, economists ask a representative sample of indi-

viduals how much money they would be willing to pay for an environmental

outcome, such as how much money they would pay in higher electricity rates

to ensure clean air over the Grand Canyon. The advantage of this method

over using revealed preferences is that it can account for nonuse or existence

value. If the analyst uses revealed preferences, such as how much money peo-

ple are willing to pay to travel to the Grand Canyon, the analyst fails to ac-

count for the amount of money that persons are willing to pay to ensure

pristine air over the Grand Canyon even though they have no plans to visit

the area. Some people are willing to make such a payment because they derive

value from the mere knowledge of the existence of unique assets such as the

Grand Canyon, scenic wilderness, or the preservation of endangered species.54

Analysts have also used survey data to obtain information about individual

preferences concerning health benefits. The study discussed earlier about

how much more individuals are willing to pay to avoid death from an invol-

untary risk used this technique.55 In particular, this approach has been used to

attempt to value classes of risks not captured in labor market risk data, par-

ticularly nonfatal health risks.56

Besides plugging data gaps, a survey approach has several other advan-

tages.57 With contingent valuation, analysts do not have to abstract and gen-

eralize from context-based choices because hypothetical questions can be de-

signed for virtually any context. Because they are context-based, surveys usu-

ally yield monetary values that are higher than those produced by econo-

mists’ measures of revealed preferences concerning risks for which context is

an important consideration for people. For example, we noted earlier that

Professor Revesz interpreted one such study as suggesting that individuals

may be willing to pay twice as much to avoid a death from an involuntary risk

as from a voluntary one.
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Despite these advantages, the data revealed by such studies may not be

very reliable. The results vary depending on how the questions are framed,

because it is the survey question that supplies “both the context and defini-

tion of the relevant task to which participating individuals are expected to re-

spond.”58 In addition, the very advantage of such studies is a disadvantage: the

answers are hypothetical, and respondents “do not have to put their money

where their mouths are by making choices constrained by real budgets.”59 Be-

cause respondents know the effect that their answers have on the assigned

values, they may answer questions dishonestly or strategically.60 Finally, con-

tingent valuation methods cannot escape some of the important limitations

on the use of revealed preferences. If individuals lack information or experi-

ence concerning what they evaluate, their answers will not be informed.61

Answers are also subject to wealth effects. If contingent valuation answers

are accurate, the amount that people are willing to pay (that is, state they

would pay) is still bounded by their wealth. Analysts can seek to minimize the

impact of wealth by asking questions of an appropriately representative pool,

and average the answers to produce an average, hypothetical willingness to

pay to avoid various conditions. That solution, however, does not solve the

problem, identified earlier, that if regulatory benefits were valued by a per-

son’s willingness to sell, the price would be higher.

Regulatory Costs

The monetization of regulatory benefits is subject to data and methodological

limitations that limit the reliability of benefit estimates, and most of these

problems lead to an understatement of benefits. There are also valuation

problems in estimating the compliance costs of regulation. The problem is

that regulated industries are often the only source of information about the

costs of complying with a proposed regulation, and regulated firms have an

incentive to overstate such costs in order to persuade agencies to weaken

proposed regulations. Although there have been only a few attempts to vali-

date cost projections in light of subsequent experience, the available evidence

suggests that agencies overstate compliance costs more often than they un-

derstate them.

Critics of risk regulation do not deny this result, but they do contend that
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regulation costs more than the studies estimate because most studies do not

include some significant regulatory costs. In particular, they argue that there

is a “health-health” tradeoff, in which regulatory expenditures create health

problems by reducing social wealth. There is only weak evidence, however, to

support these claims.

Compliance Costs

The few studies that have compared estimated and actual costs are

summarized in Table 6.1. The studies have identified three reasons why con-

temporary agency cost estimates apparently are often too high.

One reason why contemporaneous cost estimates tend to be too high is

that agencies rely heavily on information provided by regulated entities that

have an obvious stake in the outcome of the proceedings.62 As a result, “firms

have an incentive to overstate their pollution control costs as a way of reduc-

ing the possibility that they will be saddled with additional regulatory costs in

the future.”63 This phenomenon is illustrated by some of the examples that

the retrospective studies cite. Car manufacturers, for example, estimated in

1993 that EPA regulations limiting the use of CFCs in automobile air condi-

tioners would increase the price of a new car by $650 to $1,200, but a 1997 es-

timate established the actual cost as between $40 and $400 per car.64 The costs

of installing emission control equipment on stationary sources of nitrogen

oxides to reduce acid deposition turned out to be 20 percent to 50 percent of

the amounts initially predicted.65 And when the Occupational Safety and

Health Administration (OSHA) proposed to adopt a 1 ppm exposure limita-

tion for vinyl chloride, the president of Firestone’s plastics division warned

that it would put the vinyl plastics industry “on a collision course with eco-

nomic disaster.”66 OSHA promulgated a 1 ppm standard anyway, and actual

compliance costs were about 7 percent of the predicted amount.67

Agency estimates also tend to be too high because forecasters fail to antici-

pate that competitive pressures will cause firms to find less expensive meth-

ods of compliance. OSHA’s formaldehyde standard is an example. The in-

dustry’s actual cost was about half of the agency’s estimate, because regulated

entities were able to use low formaldehyde resins to meet the exposure limi-

tation, rather than install expensive ventilation and control equipment.68

OSHA’s cotton dust standard offers another example of technological inno-  
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table 6.1

Retrospective Studies of Regulatory Costs

Study Subject of Cost Estimates Results

PHB, 1980 Sector level capital expen-
ditures for pollution con-
trols

—EPA overestimated capital costs more than it
underestimated them, with forecasts ranging 26
to 126 percent above reported expenditures

OTA, 1995 Total, annual, or capital ex-
penditures for occupational
safety and health regulations

—OSHA overestimated costs for 4 of 5 health
regulations, with forecasts ranging from $5.4
million to $722 million above reported expen-
ditures

—OSHA underestimated cost for 1 safety
regulation by $0.3 to $2.1 million

Goodstein and
Hodges, 1997

Various measures of cost for
pollution regulation

—Agency and industry overestimated costs for
24 of 24 OSHA and EPA regulations, by at least
30 percent and generally by more than 100
percent

Resources for
the Future, 1999

Various measures of cost for
environmental regulations

—Agency overestimated costs for 12 of 25
rules, and underestimated costs for 2 rules

source: Studies cited in the table (citations in the text).

vation. The actual cost of compliance was about $82.8 million, in comparison

to OSHA’s pricetag of $280 million. The textile manufacturers spent much

less because competitive pressures forced them to build new plants, which

allowed them to avoid the more costly job of installing abatement equipment

in their older facilities.69 There is a similar story concerning the development

of acceptable substitutes for CFCs. At the time of the adoption of the

phaseout of the manufacture and use of CFCs in the 1987 Montreal Protocol

and the Clean Air Act (CAA) amendments, the cost, efficacy, and environ-

mental acceptability of chemical substitutes for CFCs were anticipated to cre-

ate serious obstacles to the achievement of the phaseout. Instead, industry

quickly developed substitutes that cost less and performed better than

CFCs.70

There is a debate in the literature about the extent to which environmental

regulation triggers innovation that can offset some or all of compliance

costs.71 Based on their retrospective review of twenty-four regulations, Good-

stein and Hodges are optimistic: “When pollution regulation makes a certain

type of production more expensive, markets adjust—in fairly rapid order,

uncovering substitute methods of production, and developing cheaper

cleanup technologies.”72
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A study done for Resources for the Future (RFF) suggests a third reason

why agency cost estimates may be too high: there can be less regulatory com-

pliance than an agency estimates.73 Industry compliance with OSHA’s regula-

tion on occupational lead exposures provides an example. Industry compli-

ance costs have been about one-sixth as much as OSHA had estimated, and

one reason is that airborne levels of lead, while lower now than at the time

OSHA promulgated its regulation, remain above the emission level mandated

by the regulation.74 If an agency overestimates the quantity of pollution re-

duction, the regulation may also produce lower benefits than anticipated.

Thus the RFF study concludes that the overestimation of costs in such cases

“does not imply that the regulation as envisioned was less expensive than pre-

dicted.”75

Missing Costs

Estimates of regulatory costs can go astray because they are based on

industry-supplied data, fail to account for innovation, or overestimate the

quantity of pollution reduction. The first two sources of error, other things

being equal, will cause cost-effectiveness studies to be overstated and net

regulatory benefits to be understated. Critics of risk regulation respond that

estimates of regulatory costs may also be too low because they fail to account

for equilibrium costs and the possibility that regulation creates regulatory

costs as well as benefits.

Equilibrium Costs

The regulatory impact assessments that agencies prepare do not esti-

mate general equilibrium effects of regulation, such as product substitution,

or discouraged or retarded investment, and they estimate transition costs,

such as unemployment or plant closures, only sometimes. The RFF study,

mentioned above, notes that although the additional management resources

required to comply with regulations or disrupted production are “plausibly

important,” there are no ex ante estimates of such costs.76 Agencies fail to

make such estimates because there is a lack of credible information or be-

cause they have insufficient analytical resources to apply to whatever data or

models do exist.
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Some information suggests, however, that indirect regulatory costs are not

excessive. The prior discussion noted that innovation reduces, sometimes

significantly, regulatory costs, which will likewise decrease equilibrium costs.

Further, the Office of Technology Assessment (OTA) study compared ex ante

and ex post information available about equilibrium effects and found that

industry predictions of significant indirect costs were not borne out. For ex-

ample, OSHA rejected predictions by the formaldehyde industry of signifi-

cant financial disruption, and OTA found no evidence that more than a few

foundries closed as a result of the regulation.77 Likewise, contrary to industry

estimates, “few if any” grain-handling facilities closed as a result of an OSHA

regulation that required the abatement of grain dust to reduce the risk of ex-

plosions.78 Finally, agencies can and usually do go to extreme lengths to phase

in or avoid entirely job losses that might result from their regulations.79

Health-Health Tradeoffs

Analysts also argue that cost estimates are too low because agencies fail

to take into account “health-health tradeoffs” that occur when the abatement

of one health risk increases another health risk. For example, John Applegate

and Steven Wesloh established that EPA officials generally failed to take into

account short-term remediation risks in the remedy selection process for Su-

perfund sites.80 The authors identified a number of such risks, including death

and injuries resulting from transportation accidents related to a cleanup op-

eration. Although critics of risk regulation, such as Cass Sunstein, claim that

the agency’s failure to analyze “health-health” tradeoffs is a “pervasive” prob-

lem,81 there is little empirical evidence concerning the extent to which regu-

lators fail to take into account such tradeoffs in other contexts or how im-

portant these are.

Another claim of a “health-health” tradeoff is based on the “richer is safer”

argument first advanced by Aaron Wildavsky.82 In an “enormous expansion

of the classic concept of opportunity cost,”83 Wildavsky argued that any

regulation that imposes costs necessarily results in some death. This tradeoff

is said to occur because regulations, particularly when they cost substantial

amounts of money, cause unemployment and greater poverty. Citing evi-

dence that people who are poor or unemployed tend to have worse health

and live shorter lives, some analysts conclude that costly regulation increases
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health risks by virtue of reducing wealth. Consider, for example, Judge Wil-

liams’s exposition of this argument in the context of an OSHA regulation:

More regulation means some combination of reduced value of firms, higher

product prices, fewer jobs in the regulated industry, and lower cash wages. All the

latter three stretch workers’ budgets tighter (as does the first to the extent that the

firms’ stock is held in workers’ pension trusts). And larger incomes enable people

to lead safer lives.84

Kip Viscusi predicts that “every time we spend $50 million on a life-saving ef-

fort, the income loss that will result will generate a statistical death because of

the income-mortality linkage.”85
 Other analysts claim that the expenditure of

as little as $7.25 million to save a statistical life leads to the loss of another life.86

Studies of the relationship between poverty and morbidity and mortality

demonstrate a reasonably strong correlation between income and mortality.87

As a general matter, richer persons live longer and healthier lives than poor

persons. The connection between cost-imposing regulations and the health of

poor persons, however, is far from established.88 First, there are no studies

that correlate the lost income attributable to a particular regulation or group

of regulations with deaths among populations that have lost income. Second,

while poor persons tend to die sooner than rich people do, it is not clear why

this is the case, and the available empirical evidence does not show a cause-

effect relationship.89 The relationship is likely a complex one explained by

factors such as health, education, and good eating habits, which are roughly

correlated with wealth but do not depend on it. Third, as discussed earlier in

this section, there is no reason to believe that regulations often lead to signifi-

cant economic dislocations, while there is considerably more evidence that

regulations lead to increased productivity, which creates new jobs.90 Further,

agencies go out of their way to avoid unemployment.

Finally, “while groups of poor individuals may have a higher mortality risk

than groups of wealthier individuals, it does not follow that the risk of any in-

dividual would increase if a marginal sum of money was taken away from him

or her.”91 For example, OSHA estimated that its air contaminant rule would

increase compliance costs for the construction industry by $145 million. Ac-

cording to Professor Viscusi, the regulation would therefore result in the

death of three workers. As we discussed earlier, he predicts that every time the

country spends $50 million on a life-saving effort, there will be the loss of one
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life because the regulation will increase the level of poverty. Even if one as-

sumes that employers reduced the wages of workers by $150 million to pay for

the regulation, each worker would lose very little money. The construction

industry, for example, employs about five million workers. The average

worker would therefore lose only about twenty-nine dollars per year.92

Agencies undoubtedly fail to account for some regulatory costs, but it is

difficult to conclude on the basis of available evidence that the missing costs

result in significant regulatory excesses. In particular, the idea that regulations

cause an income loss that results in a health-health tradeoff remains entirely

unproven.

Discounting

Estimates of regulatory costs and benefits often involve methodological

choices that are open to question. The same is true regarding discounting,

which is employed by analysts to determine the present value of the regula-

tory costs and benefits that they have derived. Analysts use discounted esti-

mates because economic theory requires that future expenditures or income

be measured according to their monetary value today, which is their “present

value.”

As with the estimates of regulatory benefits and costs, discounting involves

methodological choices, which have the impact of decreasing the value of risk

regulation, although other choices that increase the value of regulation ar-

guably are as or more valid. This section considers these choices and assump-

tions and how they affect benefit and cost estimates.

The use of discounted estimates to claim that risk regulation is excessive

and irrational poses an additional problem. Discounting has the effect of

shrinking the monetary value of future costs and benefits, often by substan-

tial amounts. While this reduction may be appropriate under economic the-

ory, it does not follow that it is appropriate in terms of evaluating the success

of risk regulation. Discounting reflects one social value, economic efficiency,

but risk regulation attempts to balance multiple social values. Thus what may

be “irrational” from an economic perspective may not be “irrational” from a

pragmatic perspective. This section also considers the normative implications

of discounting.
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Discounting Theory

Economic theory offers two justifications for discounting the value of

regulatory benefits and costs that occur in the future. One justification is the

time-value of money. The other is the rational comparison of benefits and

costs that occur in different years.

According to the time value of money principle, a dollar today is worth

more to an individual than a dollar available to the person some time in the

future.93 The reason is that a person with a dollar today can invest the money

and, because of interest payments, it will be worth more in the future. As-

sume, for example, that an individual invests $1,000 and that at the end of ten

years the investment is worth $2,592, which equates to a 10 percent rate of

return. The value of $2,592 today, however, is only $1,000 because the indi-

vidual will discount the future amount by 10 percent. In economic terminol-

ogy, $1,000 is the “present value” of $2,592 conferred at the end of a ten-year

period. Thus, everything else being equal, the individual is indifferent be-

tween having $1,000 today and $2,592 in ten years if the money can be in-

vested to earn a 10 percent rate of return. Similarly, an individual will be in-

different between paying a cost (for example, a tax) of $1,000 today or $2,592

ten years from now, assuming that the $1,000 can earn a 10 percent rate of

return in the ten-year period before the tax is paid.

Since regulatory benefits and costs occur in the future, the time value of

money principle justifies the use of discounting to determine the value today

of those future benefits and costs. A regulation is analogous to an investment

in the sense that it produces future results that have a monetary value, and the

value of those future benefits is less today because of the time value of money.

Thus if a 10 percent discount rate is appropriate, regulatory benefits of $2,592

at the end of ten years have a present value of $1,000. The same theory applies

to regulatory costs. If the cost to comply with a regulation is $2,592 at the end

of ten years, the present value of the cost is $1,000, using a 10 percent discount

rate.

A related economic justification for the use of discounting is that it per-

mits the comparison of benefits and costs that occur at different points in

time. If, for example, a regulation produces $1,000 in benefits for each of ten

years and $1,000 in costs for each of five years, a nondiscounted measurement

yields benefits of $10,000 (10 x $1,000) and costs of $5,000 (5 x $1,000), or a
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net benefit of $5,000. Economists object that these costs and benefits cannot

be directly compared because this ignores the time value of money and the

fact that the benefits and costs occur over different periods of time. Assuming

a 7 percent discount rate (the rate OMB uses), the benefits have a present

value of $7,024 and the costs have a present value of $4,100, which produces a

net benefit of $2,924. Since the present value of the discounted net benefit is

about 60 percent of the nondiscounted net benefit, economic analysts argue

that the failure to discount overvalues regulatory benefits.

The use of discounting, and the choice of a discount rate, have a significant

impact on estimates of regulatory benefits. Assume, for example, that a regu-

lation will prevent a premature death from cancer twenty-five years from

now, and that the life has a nondiscounted value of $7.0 million. If it is as-

sumed that the benefit of saving the life occurs twenty-five years from now,

the present value is $4.27 million if a 2 percent discount rate is used and $1.29

million if a 7 percent discount rate is used.

Discount Rate

As the previous hypothetical illustrates, the choice of the discount rate

has a significant impact on estimates of regulatory benefits. There was a $3.0

million difference in the estimate depending on whether a 2 or 7 percent rate

is used. Despite the importance of choosing an appropriate rate, there is con-

siderable uncertainty about what rate should be used.

Assumptions about Preferences

Analysts discount future regulatory benefits according to discount rates

used for financial transactions. In other words, to determine the discount rate

that individuals use to avoid death or illness in the future, analysts use the

discount rate which markets reveal that individuals prefer concerning future

costs or income. This methodology involves two assumptions. First, it as-

sumes that individuals actually discount future life relative to present life.

Second, it assumes that, if they do, the discount rate they employ is the same

discount rate that individuals use to make financial investments.

As to the first assumption, it seems implausible that individuals value future

health according to some type of discounting. As Lisa Heinzerling observes:
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Imagine the person who, before quitting smoking or embarking on an exercise

program or switching to a low-fat diet, first considered whether Alan Greenspan

and the Federal Reserve Board might soon raise or lower interest rates, and how

this might affect investment returns. Wouldn’t that person seem just a little crazy?

Yet, this is exactly the line of reasoning implied by [the analysts’] approach to the

future.94

It seems even more implausible that individuals engage in the type of dis-

counting used in cost-effectiveness analysis. In cost-effectiveness analysis the

analyst is discounting the number of premature deaths that are prevented,

not the monetary value of those deaths. For example, if one life is saved fifty

years from now, it has a present value of 0.37 life today at a 2 percent discount

rate. It seems unlikely that individuals think in such terms. After all, “You

cannot put a life—or a life-year, for that matter, in the bank and earn money

on it.”95 And lives do not come in fractions. “If a person dies 30 years from

now due to cancer caused by exposure to arsenic, a whole life is lost.”96

An economic analyst would respond that if discounting is established as an

empirical matter, then the accuracy of its assumptions are sufficiently estab-

lished. There is only limited and highly varied empirical evidence, however,

on people’s revealed preferences concerning future risk-related effects.97 The

limited evidence does suggest that a majority of people value future risk

events in a manner that reflects discounting. Kip Viscusi and Michael Moore,

for example, examined wage premiums and concluded that they contained an

implicit discount rate ranging from 2 to 12 percent.98

The lack of evidence that people behave in the manner that discounting

assumes is not the only problem with discounted estimates. The existing evi-

dence “does not bring us anywhere close to being able to identify a single rate

at which people discount future risk-related effects.”99 Consider the Viscusi

and Moore study. The difference between a 2 and 12 percent discount rate has

a significant impact on regulatory estimates. If one hundred lives are saved

fifty years from now, the result is the equivalent of thirty-seven lives saved to-

day at a 2 percent discount rate. By comparison, it is the equivalent to one-

third of a life at a 10 percent discount rate, a difference of over two orders of

magnitude.

Moreover, the effort to calculate a discount rate based on revealed prefer-

ences is subject to the same problems identified earlier that make market be-
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havior an imperfect indicator of people’s preferences. In addition, as Chapter

4 discussed, citizens may have different preferences when they make decisions

about public policy, in comparison to decisions they make as market partici-

pants. The existence of the risk regulation legislation, which rejects economic

principles as the basis for regulation, supports this argument. As Lisa Heinz-

erling notes, one

can make a very plausible argument that the existence and widespread popularity

of dozens of federal statutes ensuring a high level of environmental protection be-

lie the claim, implicit in discounting, that the future matters relatively little to the

ordinary person. Closer to home, most parents, I think, are at least as concerned

about their children’s future, and as anxious to make it good, as they are con-

cerned about their own present well-being.100

Assumption of a Constant Rate

Analysts apply financial discount rates in estimating regulatory benefits

and costs because they do not have good evidence of what rates individuals

actually use. Another problem is that analysts use a constant discount rate,

which makes two assumptions about individuals’ behavior. First, it assumes

that individuals discount the utility of avoiding death or illness in the future

at the same rate regardless of whether the risk-related event occurs sooner or

later in their life. In fact, there is some evidence that individuals’ discount

rates tend to decline the further into the future the relevant effects would oc-

cur.101 This limited evidence suggests that the use of a constant rate would

understate the value of regulatory benefits that occurred in later periods. Sec-

ond, it assumes that individuals discount every risk of death or illness in the

same manner regardless of the nature of that risk. As discussed earlier, how-

ever, individuals appear to vary their risk preferences based on the context of

the risk. There is some empirical evidence that an individual’s risk-related

discount rates depend on the nature of the risk in question, but that issue has

not been thoroughly tested.102

Which Discount Rate?

As a proxy for individuals’ actual discount rates, the financial discount

rate may or may not be accurate. When it comes to choosing the financial
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discount rate, analysts are in disagreement. Some analysts propose that a 1 to

3 percent discount rate should be used to measure regulatory benefits. Other

analysts, including OMB, use a 7 percent discount rate.

The lower rate is the historical real rate of return on riskless investments,

such as U.S. Treasury bonds.103 It therefore indicates what return an individ-

ual can expect to earn if the person trades off consumption today for con-

sumption in the future.104 The real rate of return refers to the rate of interest

that the investor earns after paying taxes. Other investments may pay a

greater return after taxes than 1 to 3 percent, but the additional amount re-

flects a payment for the risk assumed by the investor.

The argument for the higher rate is that by engaging in regulation society

deprives itself of the opportunity to invest the money in some income-

generating opportunity. As a result, the discount rate should reflect the rate of

return that is lost, which is the historical rate of return on private investments

before taxes and inflation. Prior to 1992, OMB determined that this rate of

return was 10 percent, but it has since lowered its estimate to 7 percent.105

The opportunity cost argument assumes that there is only a fixed amount

of money available for regulatory compliance or investments, and if money is

spent on regulation, it is not available to be spent on investments. There is a

growing consensus, however, that this displacement does not occur.106 Ana-

lysts question the displacement idea because money is available in today’s

worldwide investment markets for new investments even if agencies adopt

new regulations.

OMB’s use of the higher discount rate has the impact of lowering the value

of regulatory benefits by a considerable amount. Indeed, the OMB-Morrall

studies discussed in the previous chapter painted a dismal picture of regula-

tion in part because they apply a 10 percent discount rate. Likewise, Bob

Hahn’s estimates of regulatory benefits are lowered by his choice of a 5 per-

cent discount rate, which is greater than the 1–3 percent discount rate that re-

flects the consumption rationale. Given a choice between the consumption

and opportunity cost rationales, the consumption approach is more appro-

priate. A higher rate assumes that each dollar spent on regulation prevents a

dollar of investment, which is clearly misleading. By comparison, the lower

discount rate measures the time value of money, which is the basic reason for

discounting.
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Discounting Period

The choice of a discount rate can raise or lower estimates of regulatory

benefits by orders of magnitude. The value of regulatory benefits is shrunk by

another methodological choice. Analysts assume that regulations which re-

duce the risk of cancer produce no benefits until the end of the latency pe-

riod. In other words, if a regulation will reduce the number of cancer cases

that would otherwise occur in twenty years, they measure the benefits as

starting twenty years hence. The magnitude of this adjustment is suggested by

the following example. Assume that a life is worth $7.0 million and that there

is a thirty-five-year latency period before someone will die from cancer. Un-

der this approach, it would not be worth more than $656,000 to prevent one

death if the discount rate is 7.0 percent. In other words, preventing a prema-

ture death in thirty-five years is worth less than 10 percent of the value of pre-

venting such a death today.

As Lisa Heinzerling has identified, the assumption that cancer prevention

produces no immediate benefits is inconsistent with the rationale offered for

cost-benefit analysis. As we discussed in Chapter 4, economic theory deter-

mines the value of a life by how much individuals demand in payment to ac-

cept a slightly increased risk of death. In other words, the benefit under cost-

benefit analysis is the reduction of risk, not the avoidance of death.107 But

when analysts use discounting, the benefit switches and becomes the occur-

rence of the death itself. Heinzerling concludes that “[if] a reduction in risk is

the relevant benefit for purposes of valuation, it must also be the relevant

benefit for purposes of discounting.”108

Our calculation of discounted estimates in Chapter 5 assumes that the

regulatory benefits began immediately. The results are presented in Table 5.4.

In our approach, discounting allows the comparisons of costs and benefits

that occur in different years, but it does not treat the benefits as being delayed

for years after the costs occur. Our results indicate that the regulations stud-

ied cost millions of dollars less than the OMB estimates for the same regula-

tions. The difference is that OMB assumed the benefits did not start until af-

ter the latency period. Although our approach is not standard practice, it does

indicate that arguments that risk regulation is wildly unreasonable are a result

in large part of the assumption that any health benefits are delayed for twenty,

thirty, or more years.
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Critics can respond to Heinzerling by arguing that there is an immediate

benefit, but it does not justify measuring the value of risk reduction as of the

time a regulation is promulgated. According to this argument, there are two

benefits to risk reduction. An immediate “benefit” is that people have to

worry less about getting cancer from exposure to some hazard. The long-

term benefit is that fewer people will become ill from cancer at some distant

date. In other words, risk regulation yields both a psychological benefit (which

occurs now) and a benefit of preventing premature deaths (which occurs in

the future). This explanation justifies the assumption that a regulation pro-

duces no benefits in terms of lives saved until the end of the latency period,

and it measures the psychological benefit of risk reduction as of the time the

regulation was promulgated.

One important difficulty with this response is that critics of risk regulation

fail to include such a psychological benefit when they calculate the benefits of

regulation. This is another soft variable that is dwarfed by cost-benefit analy-

sis and cost-effectiveness analysis. As a result, existing studies undoubtedly

understate the value of health regulations. Our approach, according to the

conventional methodology, would overstate the benefits. The true discount-

ed value of such benefits is simply unknown.

Discounting and Regulatory Rationality

The use of discounted estimates of regulatory benefits, based on high

discount rates and delayed benefits, provides the primary evidence upon

which the critics base their claims that risk regulation is irrational and unrea-

sonable. As we have seen, these claims are open to question. The criticism of

risk regulation is troubling for another reason other than the empirical weak-

ness of critical studies. As Chapter 4 discussed, there are pragmatic reasons

for not making economic efficiency the sole guide to risk policy decisions.

Such a narrow approach ignores the extraordinary value that most people

place on protecting people and the environment. It also conflicts with social

understandings of fairness and equity. Discounting presents special problems

regarding these noneconomic social goals.

Existing laws commit the country to reconcile, as best we can, the cost of

human and environmental protection with the recognition that protecting
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human life and the environment has an extraordinary value. Discounting is

inconsistent with this commitment because it considers lives saved in the

future (or protection of the environment in the future) to be intrinsically less

valuable than saving lives (or the environment) today. Moreover, because

discounting reduces the value of saving lives (or the environment) in two or

three decades to near zero, it justifies doing little or nothing to address risks

that occur in the future. For this reason, discounting commits us to do little

to protect today’s workers against the risk of getting cancer in twenty-five or

thirty years. Discounting also means that society today should not undertake

most regulations that produce benefits for future generations. The failure to

protect workers or the environment from risks that occur in three decades is

hardly consistent with a commitment to do the best we can to reconcile

regulatory costs and the protection of individuals and the environment.

Some analysts, who favor discounting regarding risks that the present gen-

eration will confront, oppose its use when evaluating risks that will impact

future generations.109 This opposition reflects the fact that discounted esti-

mates of benefits in future generations have an almost insignificant present

value today. This refusal recognizes the folly of deciding a difficult ethical is-

sue—what obligation does this generation have to future generations?—by a

mathematical formula which assumes that the rate of return on government

bonds should dictate the relative value of present and future life.

It is not clear why this same reluctance should not extend to intragenera-

tional impacts. The failure to protect individuals or the environment within

the lifetime of this generation likewise reduces a difficult moral question—to

what extent should we reduce risks in the future?—to a simple, one-dimen-

sional consideration: the discounted value of reducing or abating those risks.

Public policy need not be reduced to this single calculation, and pragmatism

instructs that it should not be. At the same time, because pragmatism rejects

essentialism, it has no basis for completely excluding discounted estimates as

part of the debate over risk regulation. Policy-makers, however, should be

careful to consider the multifaceted implications of reducing future risks.
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Conclusion

The divergence among the results of cost-effectiveness and cost-benefit stud-

ies described in Chapter 5 is now understandable. The vagaries in the cal-

culation of costs and benefits permit estimates that can differ significantly,

sometimes by orders of magnitude, depending on the methodological choices

and assumptions used to make such estimates. Critics of risk regulation often

employ choices and assumptions that reduce the value of regulation, but esti-

mates more favorable to regulation can be equally plausible in light of bound-

ed rationality.

Despite this state of affairs, many of the opponents of risk regulation have

simply assumed the accuracy of studies critical of risk regulation. Once the

limitations are acknowledged, however, it is clear that current studies do not

justify sweeping reforms of risk regulation. The last two chapters support an-

other conclusion first mentioned in Chapter 4. We noted that, in light of

bounded rationality, current laws establish an evidentiary burden that is

more consistent with the preventative goals of risk regulation. If agencies

were required to use a cost-benefit test to establish the level of regulation,

there would be endless litigation over the accuracy of the agency estimates

because of the difficulty of making such estimates.

Although cost-benefit and cost-effectiveness analysis are not suitable to set

the level of regulation, they can be employed to measure the extent to which

risk regulation is inconsistent with economic efficiency. In the next chapter,

we consider the current use of these forms of analysis for that purpose.
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Regulatory Impact Analysis Requirements

s we have seen, most risk regulation laws require that agencies

demonstrate the existence of risk or significant risk before they

may regulate and that they take cost into account through the use of either

constrained balancing or open-ended balancing as a standard-setting device.

The previous evidentiary requirements, however, are not the only fact-finding

mandates to which agencies are subject. As Chapter 1 identified, they must

also comply with a series of regulatory impact analysis requirements estab-

lished by presidential order and by legislation. An Executive Order issued by

President Clinton requires that agencies compare the costs and benefits of

proposed significant regulations before they are promulgated. The order is

similar to one issued by President Reagan and continued by the first Presi-

dent Bush. Additional orders and legislation require agencies to study the

potential impact of proposed significant regulations on children, environ-

mental justice, federalism, paperwork burdens, property owners, small busi-

nesses, and the fiscal burdens of state and local governments, among others.

The totality of these requirements adds dozens of analytical steps to the

regulatory process.

As Chapter 1 also identified, critics of risk regulation would like to add to

these existing requirements to study potential regulatory impacts. They have

attempted to pass new legislation that would codify and extend the regulatory

impact analysis requirements imposed by presidential order. In particular,

they would establish detailed procedural requirements for comparing the

costs and benefits of regulation, including procedures for conducting risk

analysis. The ostensible purpose of these analysis requirements is to measure

the extent to which risk regulation is inconsistent with economic efficiency.

The study of potential regulatory impacts can also identify ways in which the

A
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same regulatory goal can be met with lower costs. These requirements, how-

ever, have been opposed on the grounds that the analytical burdens they im-

pose outweigh the value of the information that is produced. Given this

negative payoff, the opponents claim that the real purpose of these analytical

requirements is “paralysis by analysis.”

This chapter considers the extent to which agencies should prepare regu-

latory impact studies before they impose risk regulation. Since pragmatism

encourages challenges to entrenched thinking and analysis, the idea of ana-

lytical impact studies has pragmatic merit. As we indicated in Chapter 4, cost-

benefit analysis in particular may perform a useful function by informing

regulators and the public about the potential efficiency losses that would re-

sult from a decision to pursue social values other then efficiency. Because

pragmatism acknowledges that public policy may be supported by multiple

social values, information about such tradeoffs can provide valuable input. At

the same time, pragmatism judges such input by the value it adds to the

regulatory process. In light of bounded rationality, we are skeptical of exten-

sive analytical requirements to study the impact of proposed regulations. The

huge uncertainties that pervade this area make it difficult to justify commit-

ment of extensive resources to perfecting estimates of regulatory impacts.

While some study of regulatory impacts is appropriate, efforts to achieve

comprehensive analysis are likely to be counterproductive because they slow

the regulatory process without producing offsetting benefits in terms of in-

creased knowledge.

More specifically, we join Professors Celia Campbell-Mohn and John Ap-

plegate in recommending that regulatory impact requirements be modeled

on the analysis of environmental impacts of government actions mandated

by the National Environmental Policy Act (NEPA),1 although we would stress

the pragmatic aspects of NEPA as the reason for this recommendation. NEPA

is designed to regulate agencies that might otherwise be inclined to ignore en-

vironmental considerations, to identify them before irreversible resource

commitments are made, and to provide for public disclosure of the results of

those deliberations. Unlike more recent regulatory impact analysis require-

ments, NEPA does not aim for comprehensive analysis, requires multidisci-

plinary input, does not require cost-benefit analysis, and discourages moneti-

zation even if a cost-benefit analysis has been prepared in which there are im-
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portant qualitative considerations. The one aspect of NEPA that we deem in-

appropriate for the risk regulation process relates to judicial review. While

NEPA provides for independent judicial review of analysis studies, we en-

dorse judicial review of risk regulation impact studies only as part of court re-

view of a final regulation.

National Environmental Policy Act

NEPA was prompted by the public’s growing concern about the inclination

of federal agencies to give short shrift to the potential adverse environmental

consequences of their decisions.2 It was also meant to function as an “envi-

ronmental full disclosure” law by requiring that federal agencies circulate en-

vironmental assessment documents to other federal and state agencies and

make those documents available to the public.3 Opening up agency decision-

making processes to the light of day in this manner would provide opportu-

nities for other agencies, legislators, or the public to mobilize opposition to

decisions that apparently had been made without sufficient consideration of

environmental factors.

The principal mechanism for achieving these objectives is the environ-

mental impact statement (EIS), which an agency must prepare for all major

federal actions significantly affecting the quality of the human environment.4

The EIS must include, among other things, discussion of the environmental

impact of the proposed action, any unavoidable adverse environmental ef-

fects attributable to implementation of the proposal, and alternatives to the

proposed action and their environmental consequences.

Some of NEPA’s supporters envisioned the EIS as “a comprehensive ana-

lytical document, . . . intended to change fundamentally agency thinking proc-

esses.”5
 Lynton Caldwell, a professor of government at the University of Indi-

ana who was instrumental in the drafting of NEPA, envisioned the act as a

means of inducing agencies to engage in “rational-comprehensive analysis

proceeding from a clear objective through identification of all relevant alter-

natives and analysis of all consequences (environmental impacts, as well as

economic and technical considerations) to an optimum decision.”6
 According

to one early decision interpreting the statute, NEPA was meant “to ensure that,

with possible alterations, the optimally beneficial action is finally taken.”7



124 REGULATORY IMPACT ANALYSIS REQUIREMENTS

The text of NEPA, however, does not support the conclusion that Con-

gress had that intent. Instead, the statute appears to recognize bounded ra-

tionality because it commits agencies to complying with environmental as-

sessment procedures only “to the fullest extent possible.”8 Even if the statute’s

drafters modeled the NEPA process on comprehensive rationality, it has not

been implemented that way.9 NEPA is interpreted and enforced by the Coun-

cil on Environmental Quality (CEQ) and the courts. Both have adopted a

pragmatic stance concerning NEPA’s implementation.

CEQ Regulations

CEQ regulations point the way for pragmatic implementation of NEPA.

Under NEPA, the CEQ is responsible for promulgating procedural regula-

tions that establish how agencies are to prepare an EIS. As the reader will re-

call, a hallmark of pragmatism is its willingness to consider a plurality of tra-

ditions, perspectives, and academic orientations. CEQ requires that EISs be

prepared using an interdisciplinary approach that will ensure integrated use

of the natural and social sciences. Pragmatism acknowledges the constraints

placed by bounded rationality on efforts to ascertain what actions are neces-

sary to protect the environment, and it seeks to accommodate widely held so-

cial values, particularly including the intrinsic value of protecting the envi-

ronment. CEQ’s regulations recognize the difficulty of capturing the benefits

of environmental protection through monetization, as well as the undesir-

ability of doing so. While CEQ requires agencies to “rigorously explore and

objectively evaluate” on a comparative basis the environmental impact of al-

ternative plans of action, it does not require agencies to use cost-benefit

analysis as the basis of comparison. Moreover, if an agency uses cost-benefit

analysis, its weighing of the comparative costs and benefits of a proposal and

its alternatives need not be expressed in monetary terms, “and should not be

when there are important qualitative considerations.” Finally, the regulations

require agencies to acknowledge and explain the impact of bounded ration-

ality. When information about a proposal’s reasonably foreseeable adverse

effects on the environment is incomplete or unavailable because the costs of

obtaining it are exorbitant, an agency is required to “make clear that such

information is lacking.”10
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Judicial Review

An important question that arose shortly after NEPA’s adoption was

how the duties it imposed on federal agencies would be enforced. In particu-

lar, the role of the courts in enforcing NEPA was at first unclear. NEPA’s

drafters expected Congress and the executive branch, through agencies like

the Office of Management and Budget, to take the lead in supervision of

agency compliance with NEPA.11 Indeed, NEPA contains no provisions au-

thorizing judicial review of agency compliance.12

In the landmark Calvert Cliffs’ case, the Court of Appeals for the District of

Columbia Circuit concluded that it “is the responsibility of the courts to re-

verse” a decision that “was reached procedurally without individualized con-

sideration and balancing of environmental factors.”13 Thus litigants who can

show that they will be adversely affected by agency-endorsed projects can so-

licit the aid of the federal judiciary in seeking to enjoin implementation of

decisions that have been reached without compliance with NEPA’s environ-

mental assessment processes.14 Since Calvert Cliffs’, the courts have routinely

halted projects and remanded to the agencies to remedy such procedural de-

fects.15

The court in Calvert Cliffs’ also speculated that NEPA probably does not

authorize reviewing courts to reverse an agency decision on the basis of its sub-

stantive merit,16
 and the U.S. Supreme Court subsequently confirmed that in-

terpretation of the statute.17
 Accordingly, as long as an agency fully complies

with the statute’s procedural dictates either by justifying its decision not to

prepare an EIS or by preparing an adequate EIS, the courts may not invalidate

the resulting decision on the grounds that the EIS revealed that the project’s

environmental costs will outweigh its economic benefits, or that an environ-

mentally preferable alternative was available but not chosen by the agency.18

Like CEQ, the courts have adopted a pragmatic approach to NEPA. In

light of bounded rationality, the courts charged with determining whether

agencies have complied with NEPA have not insisted that agencies adhere to a

comprehensive rationality model. Instead, according to Professor Rodgers,

they have settled for a “pragmatic rationality.”19

Several aspects of judicial review demonstrate its pragmatic character.

Agencies engaged in environmental evaluation under NEPA rarely consider

alternatives antithetical to their missions,20
 and reviewing courts have largely
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endorsed their authority to take that approach.21
 Moreover, although CEQ de-

scribes the comparative discussion of alternatives to be “the heart of the

[EIS],”22
 courts tend to reject assertions that agencies have considered an in-

adequate range of alternatives, as long as the agency has considered the “no ac-

tion” alternative (that is, maintenance of the status quo) and does not appear

to have been biased in favor of the proposed action or to have ignored com-

ments submitted in response to the draft EIS.23
 Finally, the courts typically af-

ford agencies considerable leeway in their descriptions of the likely adverse

impacts attributable to implementation of a proposal.24
 EIS adequacy is by and

large measured against a “rule of reason,” such that a reasonably thorough dis-

cussion of probable adverse consequences is likely to pass judicial muster.25

Judicial review of alleged agency noncompliance with NEPA procedures

has tended to be more rigorous than has scrutiny of the contents of agency

impact statements. An agency’s blatant failure to respond in a final EIS to

comments submitted on a draft is likely to trigger a remand.26 Similarly, a

failure to solicit comments from the public or other agencies is likely to meet

with a frosty judicial reception.27 Even when an agency is alleged to have run

afoul of such NEPA procedures, however, the courts by and large have re-

fused to block agency action based on what they perceive to be minor proce-

dural flaws.28

In short, while NEPA seeks to enhance the rationality of agency decision-

making by fostering consideration of potential adverse environmental conse-

quences, and their relationship to anticipated project economic and social

benefits, its implementation reflects a recognition that agencies face limits in

the degree to which they can engage in that kind of analytical endeavor. Both

the CEQ and the courts have been willing to accommodate these practical re-

alities.

The Impact of NEPA

Although CEQ and the courts have implemented NEPA in a pragmatic

manner, few would disagree with the conclusion that it has enhanced agency

consideration of the environmental impacts of proposed actions.29 In Profes-

sor Caldwell’s assessment, NEPA has caused reconsideration, redesign, and at

times even withdrawal of projects with potentially damaging environmental

consequences.30 Another observer has remarked that “[e]nvironmental im-
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pacts are now considered in making natural resources decisions. . . . NEPA’s

action-forcing mechanism forced agencies to think about environmental

consequences.”31 That kind of consideration rarely occurred before 1970.

In a related vein, NEPA, by all accounts, has succeeded in fostering an in-

terdisciplinary approach to decision-making.32 The statute mandates that

agencies rely on “a systematic, interdisciplinary approach” to decision-

making by integrating use of both natural and social sciences.33 That mandate

had forced agencies to diversify their staffs in performing tasks such as EIS

preparation, review of the EISs of other agencies, and advocacy in internal

agency decision-making processes.34

Likewise, the dissemination of draft EISs for public comment has resulted

in increased public participation in agency decision-making processes and, to

a certain extent, a resulting increase in the accountability of decision-

makers.35 The NEPA process appears to have provided new opportunities for

environmental groups, concerned citizens, and individual scientists previ-

ously underrepresented in agency consultation networks to influence agency

decisions.36

Despite these accomplishments, the NEPA process has not escaped criti-

cism. On the one hand, some have criticized NEPA for not going far enough.

The absence of a judicially enforceable substantive component has prompted

some observers to attack it as a statute that requires nothing specific in the

way of altering environmentally damaging behavior. These critics note that

agencies can avoid the statute’s sting simply by generating sufficient paper-

work to satisfy their procedural obligations.37 On the other hand, NEPA has

also been criticized for going too far. The principal upshot of the NEPA envi-

ronmental evaluation procedure, in this view, has been delay and frivolous

litigation. By one account, NEPA has been “regularly and often frivolously

exploited by supporters of the status quo and opponents of proposed ac-

tions.”38 By another account, the EIS process creates unnecessary paperwork

that delays or kills useful and beneficial projects.39

Regulatory Impact Analysis

The critics of federal risk regulation, like the advocates of NEPA’s adoption,

have complained that agencies fail to take into consideration information
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Requirements for Federal Administrative Rulemaking

Get an idea for a rule and establish a regulatory program √ √ √ √ √ √ √

Consider alternatives to usual development of a rule √ √ √ √ √ √

Determine if analyses and/or procedures required before √ √ √ √ √ √ √ √ √ √ √ √
Notice of Proposed Rulemaking (NOPR) published 

Internal checks and/or procedures for determining √ √ √
whether analyses required

External checks for the above determination √ √ √ √

Prepare draft (pre-NOPR) analyses √ √ √ √ √ √ √

Internal checks/procedures for draft analyses √ √ √ √ √ √

External checks for draft analyses √

Analyze public input regarding analyses √ √ √ √

Prepare final analyses (if required prior to NOPR) √ √
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Internal checks or procedures for final analyses √

External checks for final analyses √

Draft and issue Notice of Proposed Rulemaking √ √ √ √ √ √ √ √ √

Allow for public input on proposed rule √ √ √ √

Internal checks and/or procedures for public input √ √

External checks regarding public input √

Prepare final analysis (if required after NOPR) √ √ √ √ √ √ √ √ √

Internal checks and/or procedures for final analyses √ √ √ √ √ √ √

External checks for final analyses √ √ √ √ √

Analyze public input

Draft and issue final rule √ √ √

Procedural checks and/or requirements for final rule √ √ √ √ √

Substantive checks and/or requirements for final rule √ √ √ √ √ √

Submit rules for mandatory review √ √

Defend rules against discretionary rule challenges       √ √ √

s o u r ce : Mark Seidenfeld (citation in chapter).
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that is of central relevance to informed resource allocation decision-making.

There is a fundamental difference, of course. Those who favored passage of

NEPA on the whole supported risk regulation and sought to educate agencies

and the public about the potential deleterious effects of economic develop-

ment on the environment. Those who support impact analysis for risk regu-

lation typically oppose risk regulation (at least as it is currently designed) and

seek to educate agencies and the public about the potential deleterious effects

of risk regulation on economic development and other important considera-

tions.

If the critics of risk regulation received inspiration from their environ-

mentalist predecessors, they have learned their lesson well. Over the last two

decades, both Congress and the executive branch have adopted an assortment

of substantive and procedural obligations applicable to agencies engaged in

the adoption of regulations. The volume of this body of analytical considera-

tion law is considerable. Professor Mark Seidenfeld of the Florida State Uni-

versity College of Law has calculated that an agency engaged in rulemaking

may have to run the gamut of some 120 different procedural or analytical

steps. Table 7.1, based on Professor Seidenfeld’s compilation, summarizes

these analytical responsibilities. Some of these obligations require agencies to

undertake a cost-benefit analysis of their proposed and final actions, while

others require agencies to study the potential impact of proposed and final

regulations on other considerations.40

Analysis Requirements

As Professor Seidenfeld’s table indicates, agencies are currently subject

to numerous requirements to analyze the impacts of regulations before they

are adopted. Congress has been poised for several years to add even more such

requirements. The existing and proposed requirements are described next.

Current Requirements

Every president since President Reagan has endorsed the use of cost-

benefit analysis in some form in agency rulemaking.41 The latest order, Presi-

dent Clinton’s Executive Order No. 12,866,42 is similar to those of his prede-

cessors. It requires agencies in the executive branch of government to assess
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the benefits and costs of proposed and final “major” rules and to “assess all

costs and benefits of available regulatory alternatives, including the alterna-

tive of not regulating.” A “major” rule is one with an annual economic im-

pact of $100 million or more on the economy, or one with other significant

effects on individuals, businesses, governments, or the economy. Although

the order pertains only to executive branch agencies, almost all risk regulators

are in such agencies. In addition, in choosing among regulatory alternatives,

the order requires agencies to “select those approaches that maximize net

benefits (including potential economic, environmental, public health and

safety, and other advantages; distributive impacts; and equity), unless a stat-

ute requires another regulatory approach.” Finally, the order permits agencies

to adopt major regulations “only upon a reasoned determination that the

benefits of the intended regulation justify its costs.” That mandate, however,

is subject to its being overridden by contrary substantive enabling legislation.

Since most risk regulation statutes reject the use of a cost-benefit standard to

set the level of regulation, the order does not override the nonutilitarian basis

of risk regulation.

The Unfunded Mandates Reform Act (UMRA) of 1994 also aims at pro-

ducing both cost-efficient and cost-effective regulation. UMRA requires each

federal agency, unless otherwise prohibited by another statute, to assess the

effects of its regulatory actions on state, local, and tribal governments and the

private sector. Before an agency issues regulations that include any “federal

mandate”43 that may result in the expenditure by governments in the aggre-

gate or by the private sector of $100 million or more in any one year, it must

prepare a written statement that includes a qualitative and quantitative as-

sessment of the anticipated costs and benefits of the mandate. It also must

estimate the future compliance costs of the mandate and any disproportion-

ate budgetary effects on particular regions or on particular segments of the

private sector, and it must estimate the effect of the rule on the national econ-

omy if it is feasible to do so. The UMRA also requires that, before issuing a

rule for which a written statement is required, the agency identify and con-

sider a reasonable number of regulatory alternatives. It must then select from

among them “the least costly, most cost-effective or least burdensome alter-

native that achieves the objective of the rule” for state and local governments

and the private sector.44
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Besides cost-efficiency and cost-effectiveness, agencies are also required to

analyze a number of other potential impacts of proposed and final regula-

tions. President Clinton issued Executive Orders that require agencies to

identify regulatory impacts on civil justice reform, property rights, environ-

mental justice in minority and low-income communities, protection of chil-

dren from environmental health and safety risks, coordination with Indian

tribes, and federalism.45 Pursuant to legislation, agencies analyze the potential

regulatory impact of proposed and final regulations on small businesses,46 pa-

perwork requirements,47 and trade.48 Congress has proposed, but not yet en-

acted, legislation that would require agencies to prepare a federalism assess-

ment to ascertain the impact of all federal rules, not just major rules, on state

and local regulation.49

Proposed Requirements

Critics of risk regulation have sought the adoption of legislation that

would establish even more rigorous and more extensive cost-benefit man-

dates. In March 1995, for example, the House of Representatives passed the

Job Creation and Wage Enhancement Act, a component of the Republican

leadership’s effort to implement the Contract with America. That bill con-

tained detailed analytical and substantive requirements for agency rulemak-

ing.50 The Senate’s version of regulatory reform took the form of the Com-

prehensive Regulatory Reform Act of 1995, also known as the Dole Bill be-

cause its primary sponsor was Senator Robert Dole of Kansas.51 Adoption of

the Dole Bill was blocked by a filibuster that Senate Republicans failed to end

by two votes.

The 1995 proposed legislation, like the Executive Orders, would have man-

dated the preparation of rulemaking analyses for all “major” rules, but it was

more extensive in three ways. First, the proposed legislation prescribed de-

tailed requirements concerning how agencies were to undertake cost-benefit

analysis. The Dole Bill, for example, exceeded one hundred pages in length.

Second, some versions of the proposed legislation defined what was a “major”

rule by reference to a much lower threshold dollar figure than those con-

tained in presidential Executive Orders. Finally, agencies would have had to

conduct rulemaking analyses not only for new rules but also for selected ex-

isting rules. Some versions of regulatory reform legislation included a “sun-
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set” provision that would have resulted in the termination of any “major”

rule that was not reviewed by an agency within a prescribed period of time.

Since 1995, similar reform legislation has been introduced in each subse-

quent Congress. In May 1999, for example, the Senate Governmental Affairs

Committee voted to send comprehensive regulatory reform legislation, spon-

sored by Senators Fred Thompson (R-TN) and Carl Levin (D-MI), to the

floor of the Senate. The approach of the bill, entitled the Regulatory Im-

provement Act of 1999,52 was similar to that of the 1995 Dole Bill, although it

was not as prescriptive concerning how agencies are to conduct impact as-

sessments. The legislation, however, would have required that agencies un-

dertake “independent” peer review for both cost-benefit and risk assessments

of certain major rules.

Impact

NEPA requires agencies to study the potential environmental impacts

of their proposed actions on the assumption that development-oriented

agencies are inclined to ignore such impacts. The same logic would appear to

apply to agencies whose primary mission is the reduction of health, safety,

and environmental risks. Requirements to study economic and other poten-

tial impacts would appear to have the beneficial effect of forcing agencies to

consider factors that they might otherwise be inclined to ignore. The de-

fenders of risk regulation, however, have objected on the grounds that sub-

jecting agencies to the plethora of analytical requirements described above

will produce adverse consequences of both a procedural and a substantive

nature.53 In this section, we consider the impact of regulatory assessment re-

quirements.

Reducing Tunnel Vision

Professor Tom McGarity has identified a number of ways that analysis

requirements can improve agency decision-making.54 By asking the right

questions, regulatory analysts can “frame old questions in ways that suggest

novel solutions.” This may prompt regulators to think in new ways about their

regulatory mission. Risk analysts can also identify fresh options and then be-

come an institutional voice for pursuing those options. A well-prepared im-
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pact analysis can organize data and information for agency decision-makers in

a coherent and systematic fashion. Since a good analysis should also identify

information gaps and assumptions, agency managers can use regulatory

analysis as a management tool to ensure bureaucratic accountability. Because

impact analysis furnishes managers with information about regulatory im-

pacts and options, they can avoid efforts by agency staff to limit the informa-

tion they receive. Finally, regulatory analysis documents can be a vehicle for

making agencies accountable to the President, Congress, and the public by

alerting readers to the potential impacts of proposed and final regulations.55

Regulatory Delay

For some critics of risk regulation, regulatory impact analysis require-

ments may have one more advantage. The plethora of regulatory require-

ments has undoubtedly slowed regulatory output and perhaps weakened

regulation. According to Professor McGarity:

The existing analytical requirements for rulemaking are already a significant con-

tributor to the current virtual paralysis of the existing rulemaking process. Adding

more requirements for analysis and explanation is certainly not a prescription for

clearing up the regulatory log jam. It will, however, indirectly reduce the burden-

someness of regulation on affected industries. Regulations that are never promul-

gated are not at all burdensome, and agencies will predictably reduce the strin-

gency of the regulations they do write in the (perhaps naive) hope of reducing the

intensity of the attacks on their analyses.56

Proponents of regulatory analysis, of course, disagree with this assessment.

On balance, it is difficult to determine whether the reduced flow of regulation

attributable to regulatory impact analysis requirements is the unfortunate but

appropriate price society must pay for adopting more rational regulation.

After all, proponents of NEPA justify the delays in development that it causes

as the inevitable consequence of forcing agencies to consider environmental

consequences they are prone to ignore. We think it is more likely than not,

however, that regulatory impact analysis requirements have gone too far.

While both NEPA and impact analysis requirements address tunnel vision,

NEPA is more pragmatic. For one thing, NEPA is less prescriptive concerning

how agencies are to conduct impact analysis. The portion of the legislation re-

quiring an EIS is composed of only about one hundred words.57 By compari-
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son, agencies are subject to dozens of requirements concerning regulatory

impact analysis. Critics of risk regulation would go further. As mentioned, the

Dole Bill contained more than one hundred pages of instructions to agencies

concerning how to conduct impact analyses. NEPA, as pointed out earlier,

only commits agencies to study potential impacts “to the fullest extent possi-

ble,” and CEQ regulations specify that agencies identify what information is

lacking. The same qualifications are missing from most of the regulatory im-

pact analysis requirements. Indeed, Congress has continually sought to be

more prescriptive concerning how studies are conducted, which indicates a

commitment to comprehensive rationality. In addition, NEPA reflects a com-

mitment to giving appropriate consideration to “unquantified environmental

amenities and values,” along with economic and technical matters. Similarly,

as discussed earlier, the CEQ regulations are skeptical about the value of cost-

benefit analysis, particularly when it is difficult to monetize important bene-

fits, and they require an interdisciplinary approach. By comparison, regula-

tory impact analysis is primarily the domain of economic analysts.

We also question the benefits of the current level of impact requirements

because of the failure of Congress to fund agencies adequately to undertake

their many analytical burdens. Performing a comprehensive cost-benefit

analysis in a conscientious fashion is not inexpensive. The Environmental

Protection Agency (EPA) has spent tens of millions of dollars on cost-benefit

analysis over a fifteen-year period.58 Yet, as Professor Richard Pierce has ob-

served, Congress appears to be more interested in slashing agency budgets

than supplying the funds necessary to cover the increased costs of undertaking

analysis requirements. As Pierce notes, reductions in discretionary spending,

which is the portion of the federal budget that supports administrative agen-

cies, reduced the number of federal employees by 250,000 between 1992 and

1996, and the rate of staff reductions was expected to increase significantly be-

tween 1996 and 2002.59 Inadequate funding has been endemic in federal agen-

cies whose responsibilities include health, safety, and environmental protec-

tion. Among the agencies whose efforts have been hampered are EPA, OSHA,

the Forest Service, the Fish and Wildlife Service, the National Park Service,

and agencies responsible for compliance with the Endangered Species Act.60

The failure of Congress to reconcile and rationalize the thicket of regula-

tory impact analysis requirements is another indication that critics have
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regulatory delay, not improvement, as their objective. The analysis require-

ments have been added over the years, layer after layer, by Congress and the

President, until they constitute a crazy quilt of obligations that are cumula-

tive and overlapping. Yet members of Congress have indicated little or no

interest in reducing the number of separate analytical requirements by com-

bining them into one coherent statute, such as NEPA. Instead, critics of risk

regulation appear prepared to create additional layers of mandatory analysis,

as the proposed federalism legislation discussed earlier illustrates.

Cost-Effectiveness

Besides efforts to estimate costs and benefits, regulatory impact analysis

is particularly concerned with requiring that agencies identify various regu-

latory options and their cost. Studying regulatory alternatives has several

virtues. As Chapter 8, below, indicates, agencies may have the opportunity to

choose regulatory instruments (such as performance standards instead of de-

sign specification standards or market-based techniques instead of or in

conjunction with performance standards) that permit regulated entities to

choose the least-cost means of compliance.61 Moreover, unlike cost-benefit

analysis, cost-effectiveness studies are less likely to result in the exclusion or

soft-peddling of values that are hard to quantify. Cost-effectiveness analysis

has this virtue because it compares only the costs of various risk management

standards. The benefits of regulation need not be compared with the costs.

Finally, while cost calculations are subject to myriad uncertainties, many of

which are described in Chapter 6, above, these calculations generally tend to

be less subject to bounded rationality than efforts to quantify benefits.

Still, a mandate to study cost-effectiveness has the potential to impose the

same kinds of onerous analytical burdens on agencies that a cost-benefit con-

sideration requirement does. To begin with, bounded rationality problems

may prevent agencies from calculating with anything approaching precision

the comparative costs of achieving a particular regulatory objective. As Lisa

Heinzerling has recognized, “ensuring that market-based regulation,” for ex-

ample, achieves the same degree of environmental protection as technology-

based regulation is complicated, because it requires a prediction in the face of

“profound scientific uncertainty, of human health effects and ecological con-

sequences, and also a means of comparing one type of impact with another.”62
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The problem with expecting too much from cost-effectiveness analysis is

illustrated by the decision in the Corrosion Proof Fittings case,63 in which the

federal Court of Appeals for the Fifth Circuit invalidated EPA regulations

phasing out the use of asbestos in a variety of consumer products under the

Toxic Substances Control Act (TSCA). EPA had issued a notice of proposed

rulemaking that asked for comments on four options concerning banning the

manufacture and use of asbestos according to various phased schedules for

different uses. It also raised the possibility of requiring warning labels on cer-

tain asbestos-containing products. EPA received more than two hundred

comments from the public, held informal hearings, gathered additional data,

and permitted extensive cross-examination of agency personnel and con-

tractors. EPA recognized the burden that a ban on most products containing

asbestos posed for industry, but it decided that the ban was the only alterna-

tive that would adequately protect against the risks posed by human exposure

to asbestos. It attempted to ease the regulatory burden by providing a process

through which companies that wished to continue to manufacture and use

particular products containing asbestos could obtain an exemption from the

ban. Despite this extensive attempt to choose an appropriate regulatory pol-

icy, the Fifth Circuit detected a plethora of deficiencies, including that EPA

failed to demonstrate to the court’s satisfaction that the public could not be

adequately protected by a less burdensome regulatory alternative than a ban

on the use of asbestos.64

The difficulty with the Fifth Circuit’s decision is that the judges sought a

level of analytical perfection that fails to recognize either bounded rationality

or limits on the agency’s resources. As Thomas McGarity concludes, the

court “sent EPA on a potentially endless analytical crusade in search of the

holy grail of the least burdensome alternative that still protected adequately

against unreasonable risk.”65 While such comprehensive rationality may be

attractive as a theoretical matter, it is simply not possible in the real world

and thus amounts to what Professor Lynn Blais has referred to as “superficial

rationality.”66 Since the Corrosion Proof Fittings case, EPA has not even at-

tempted to use TSCA to impose regulatory requirements of the type in that

case,67 and it is unlikely to do so until Congress amends the act to overrule the

court’s opinion.
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Conclusion

NEPA is based on the premise that government can benefit from

studying the potential impacts of its actions before they occur, and the vari-

ous impact requirements established by the President and Congress adopt

that premise in the context of risk regulation. The regulatory assessment re-

quirements, however, are more numerous and detailed than NEPA, and op-

ponents of risk regulation favor even more detailed requirements. In light of

bounded rationality, the crazy-quilt pattern of impact analysis requirements,

a number of them overlapping, appears to be counterproductive by slowing

the regulatory process without an offsetting benefit in terms of improved

regulation. If this point has not been reached already, the accretion of still

more layers of regulatory impact analysis is likely to impose a “brake” on risk

regulation without significantly improving the substance of regulation.

Judicial Review

The discussion of the Corrosion Proof Fittings case in the preceding section

raises the question of what role the courts should play in ensuring that agen-

cies comply with regulatory impact analysis requirements. Some of the regu-

latory impact analysis requirements contain judicial provisions that essen-

tially duplicate the opportunities to seek judicial review of NEPA compliance,

while other requirements authorize more limited judicial review of agency

compliance with analytical obligations. We believe that the limited judicial

review approach is a more pragmatic approach.

Forms of Review

Judicial review of existing regulatory impact requirements is of two

forms. In “independent review,” a court is authorized to enjoin agency action

to which the analysis pertains if the agency fails to comply with one of its

analytical obligations. Judicial review under NEPA is of that type. A court is

authorized to review the adequacy of an EIS, and it can stop the development

action to which the EIS pertains if it deems the EIS to be inadequate. Inde-

pendent review is also mandated by the Regulatory Flexibility Act, which re-

quires agencies to assess the impact of regulations on small businesses and
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other small entities. Any small entity that is adversely affected or aggrieved by

final agency action is entitled to judicial review of agency compliance with the

requirements of the act, and the courts may order a noncomplying agency to

take “corrective action,” including remanding the rule to the agency or defer-

ring enforcement of the rule against small entities.68 Finally, agency noncom-

pliance with the Paperwork Reduction Act does not prevent promulgation of

a rule that establishes a paperwork requirement, but it may prevent enforce-

ment of the obligation.69

In “nonindependent” review, a court is not authorized to enjoin enforce-

ment of a regulation if an agency fails to comply with an analytical obligation

that pertains to the regulation. The results of the analysis, however, are part of

the rulemaking record. For example, there is no judicial review of agency

compliance with Executive Orders,70 but a court will consider the results of

the study, along with all of the other information in the rulemaking record,

when it reviews the legality of the regulation to which the analysis pertains.

The Unfunded Mandates legislation also provides for nonindependent judi-

cial review.71

The regulatory reform proposals considered in the mid-1990s included

both forms of judicial review. Earlier versions of the legislation copied NEPA

and made agency compliance with analytical procedures subject to inde-

pendent judicial review. Later versions proposed two forms of noninde-

pendent review. The most limited approach, patterned after the Executive

Orders, precluded judicial enforcement of the analysis requirements them-

selves, although any analyses would become part of the rulemaking record

that is subject to judicial review. Under a second approach, courts could re-

view agencies’ compliance with the rulemaking analysis procedural require-

ments. A court would be able to order an agency that had not adequately

complied to do so, but it would not be able to enjoin the rule to which the

analysis requirement pertained.

Timing

All of the judicial review provisions share one trait. They postpone any

judicial review until there has been final agency action. In the case of NEPA,

final agency action is a decision to proceed, or not to proceed, with some de-

velopment project. In the case of regulatory impact analysis, final agency ac-
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tion is a decision to promulgate a regulation or a decision not to do so. There

is a very good reason for conditioning the availability of judicial review on the

presence of final agency action. If there were judicial review before an agency

decided what action, if any, to take, the courts would be intervening in the

middle of the agency’s decision-making process. Such intervention would be

highly disruptive of the agency process because an agency would be forced to

defend a lawsuit even before it had reached a final decision on taking action.

Judicial intervention at this early stage would also be inefficient, because the

agency’s ultimate decision might eliminate the need for review if it addresses

the litigant’s concerns.

Impact

The issue in designing a process of judicial review for risk regulation,

therefore, is whether it should be an independent or nonindependent system.

The fact that NEPA authorizes independent judicial review undoubtedly has

made the statute more effective in promoting environmental consciousness

in agencies and among the public. Because litigants can challenge the failure

of agencies to undertake obligatory analysis, agencies must do more than pay

lip service to these obligations. The same logic would appear to apply to

regulatory impact analysis requirements. If compliance is not subject to judi-

cial review, agencies might be tempted to treat the obligation in a pro forma

manner. In fact, it appears that Congress amended the Regulatory Flexibility

Act in 1996 to add independent review because legislators perceived that

agencies tended to ignore their obligation to study the impact of proposed

regulations on small businesses.

Independent review may increase agency compliance, but it might also

significantly impede risk regulation. The reason is the difficulty of studying

regulatory impacts, particularly the costs and benefits of proposed rules. As

Chapter 5 discussed, substantial uncertainty pervades the effort to conduct

risk analysis, monetize the benefits of risk regulation, and sometimes to esti-

mate compliance costs. In light of this uncertainty, the critics of risk regula-

tion will often be in a position to argue that an agency has not done a good

enough job when it analyzed some potential impact of regulation. Thus agen-

cies will be forced to defend lawsuits challenging their cost-benefit estimates

even if they are reasonable in light of bounded rationality. The additional
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time and expense will be a drag on the agency’s ability to carry out its sub-

stantive mission.

There is the additional risk that judges will misunderstand the degree of

certainty of which an agency is capable, or that they will use review of agency

compliance with impact requirements to further their own antiregulatory

agenda. Because of the last two risks, agencies will be tempted to try to bullet-

proof their analyses, even in cases in which the additional effort is not neces-

sary or appropriate for the regulatory decisions that they must make. Such

efforts to perfect an analysis will also be a drag on the agency’s capacity to

carry out its substantive mission.

Finally, judicial review of the adequacy of regulatory impact analysis has

the potential to result in a judicial reordering of the substantive policy-

making standard chosen by Congress. In particular, the availability of judicial

review of the adequacy of that analysis, separate from review of the entire

rulemaking record, might elevate the role of efficiency considerations above

other nonutilitarian values in the policy-making process by inviting judges to

focus disproportionate attention on factors capable of precise and accurate

quantification.72

These potential pitfalls of judicial review of the adequacy of cost-benefit

analysis are illustrated by both the Corrosion Proof Fittings case,73 discussed

earlier, and similar examples of courts demanding a level of quantification

greater than an agency is capable of producing. The American Trucking Asso-

ciations case,74 for example, involved judicial review of the merits of an

agency’s decision rather than of the adequacy of a procedural analytical ra-

tionality requirement. Nevertheless, it illustrates how even the most exhaus-

tive agency analysis may not be sufficient to satisfy some judges. In American

Trucking, the D.C. Circuit, in a decision later reversed by the Supreme Court,

struck down EPA’s 1997 revisions to the national ambient air quality stan-

dards for ozone and particulate matter under the Clean Air Act because EPA

had failed to explain why it chose a certain level of contaminants as the one

that resulted in an acceptable degree of risk, instead of a slightly lower or

higher level of exposure. The court’s basic objection was that EPA had not

been able to offer a quantitative basis for choosing the level of regulation. The

court in effect rejected EPA’s extensive efforts to offer a qualitative explana-

tion, as we will explain in more detail in Chapter 9.
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Had the D.C. Circuit’s opinion faulting EPA’s explanation been upheld by

the Supreme Court, that court’s insistence that EPA do a better job of ex-

plaining why it had selected the “stopping point” that it did would likely have

created difficulties for the agency in light of the scientific uncertainty that sur-

rounds the question of whether there is a safe threshold level of exposure to

the pollutants involved. As a result of the decision, “EPA [would have had to]

decide how much risk it is willing to accept in a situation in which the Agency

cannot accurately gauge the size of the risk.”75 Similar uncertainty exists about

the beneficial health effects of incremental reductions in exposure. As the

Clean Air Scientific Advisory Committee indicated, “there is no ‘bright line’

which distinguishes any of the proposed standards . . . as being significantly

more protective of public health.”76

The potential that judicial review will disrupt an agency and inappropri-

ately slow its decision-making also exists in the context of NEPA. Indeed, this

is the claim of NEPA’s critics, as reported earlier. The argument for inde-

pendent review, however, is stronger in the NEPA context than it is in the

context of regulatory impact statements. If an agency makes a mistake re-

garding its NEPA analysis, the environmental destruction that may result is

often irreversible. By comparison, if an agency makes a mistake regarding

regulatory impact analysis, the mistake can usually be rectified. If, for exam-

ple, an agency underestimates the impact of a proposed regulation on small

business, it can amend its regulation, grant a waiver, delay implementation,

or engage in other adjustments. In Chapter 8 we argue for a more incremental

regulatory decision-making process that would increase reliance on these and

other methods of correcting mistakes and adjusting regulations in light of

new information and knowledge.

There is another difference between NEPA and other impact analysis re-

quirements. A court can consider the information that an agency produces in

regulatory impact analyses even if there is no independent review. As men-

tioned, this information becomes part of the rulemaking record, and it is

subject to judicial review as part of a court’s assessment of whether a regula-

tion meets applicable substantive legal standards. If information is missing or

incomplete, a court can take this oversight into account in determining

whether an agency has adequately defended its regulation as consistent with

legislative directives.
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Several examples can illustrate this point. If the substantive mandate un-

der which the agency is promulgating a rule is an open-ended balancing stan-

dard, the agency will be authorized to consider in some fashion the costs of

regulation in relation to its benefits. If any cost-benefit analysis performed by

the agency and placed in the record reveals serious deficiencies in the agency’s

reasoning process that do not appear to have been remedied in other parts of

the record, the court is authorized to remand to the agency on the ground

that the agency did not engage in reasoned decision-making: it failed to con-

sider one or more relevant factors adequately.77 If the substantive mandate

under which the agency is promulgating a rule is a feasibility-based standard,

the agency’s failure to perform a conscientious cost-benefit analysis ought

not to be relevant to the validity of the resulting rule because Congress has

implicitly performed a cost-benefit analysis in mandating the most stringent

feasible level of control. Even in such a context, however, if the agency’s

analysis suggests that it failed to adopt the least-cost way of protecting hu-

mans or the environment, even though it was as protective as more expensive

options, a court might deem the agency’s decision to be “arbitrary and capri-

cious.”

By comparison, the courts generally would lack the opportunity to address

any deficiencies of environmental assessment if they were to review the legal-

ity of agency action under substantive enabling legislation. If a litigant chal-

lenges an agency decision to build a highway, for example, the results of the

NEPA study are normally not relevant to the agency’s legal justification for

the highway (such as the need to improve safety or speed up traffic flow). The

irrelevance of environmental factors to the agency’s decision-making process

is why Congress passed NEPA in the first place.

In short, although independent judicial review will enhance agency com-

pliance with analytical obligations, it is also likely to provide opportunities

for strategic delay in implementing risk regulation and open the door for

judges to establish unrealistic analytical burdens on agencies. Further, unlike

in the NEPA context, independent review is not essential to ensuring that

agencies make rational decisions by taking into account important potential

impacts of their actions. The information generated by impact studies is

available to a court when it reviews the legality of an agency’s decision to

regulate.
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Conclusion

This chapter considers what the role of regulatory impact analysis, particu-

larly cost-benefit analysis, should be in the context of a regulatory system that

uses constrained or open-ended balancing to establish the level of regulation.

In light of bounded rationality, we favor pragmatic use of regulatory impact

studies. NEPA offers a model of how such analysis might occur.

A pragmatic version of rationality review would be limited both in scope

and function. Impact analysis requirements should be confined, as they are

under most current statutes and Executive Orders, to major rules.78 As NEPA

provides, agencies should be afforded flexibility in defining the form of the

analysis rather than being subject to a rigid and prescriptive step-by-step se-

ries of requirements.79 Analytical requirements that micromanage how the

agencies engage in risk assessment and factor cost and other matters into the

decision-making equation are inadvisable, because they create the risk that

agencies will focus on minutiae and that agency processes will grind to a halt

as agencies struggle to comply with the myriad details of analysis procedure.

They also may freeze current scientific techniques into law, preventing pol-

icy-makers from adapting assessment methodologies in response to scientific

advances.80

The number of analytical endeavors with which agencies must comply

should be reduced, by combining elements of more than one requirement in-

stead of adding layer upon layer of analytical requirements, piecemeal. There

is no reason why a risk regulatory agency should have to run the gauntlet of

the 120 separate steps reflected in Table 7.1. Moreover, it is crucial that suffi-

cient staff and funding be provided so that agencies can perform the required

analyses in a timely and complete manner and so that the quest for analytical

rationality does not become a poorly disguised attempt to reduce regulatory

output, regardless of its merit.

Agencies should be required to maximize opportunities to foster mean-

ingful public participation and promote debates among agencies and inter-

ested parties over proposed regulations. In particular, as CEQ regulations pro-

vide concerning NEPA, an agency should make clear when there is inadequate

information to complete an analysis because the information is not available

or because it is too costly to obtain it. For example, agencies should avoid end
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point estimates of regulatory costs and benefits when estimates are uncertain.

Instead, agencies should provide upper and lower bound estimates of regula-

tory costs and benefits because a range would be more informative concern-

ing the agency’s lack of knowledge. Further, agencies should be required to

disclose assumptions upon which their analyses are based so that these as-

sumptions can be understood and contested. It would be helpful, for example,

for an agency seeking to adopt life-protecting regulations to compare the im-

pact of regulation if it discounts the value of a life and if it does not. Since, as

Chapter 6 discussed, there are important policy implications in using dis-

counted estimates, agencies should disclose the impact of discounting.

A pragmatic approach to regulatory impact analysis would emphasize

qualitative analysis in addition to quantification. As discussed in Chapters 5

and 6, it is often impossible to identify the single “optimal” regulatory ap-

proach. Similarly, it is impossible to assign weights to factors such as fed-

eralism and protection of private property rights with any kind of mathe-

matical precision. Any attempt to require quantification of factors that are

inherently unquantifiable or difficult to quantify will inevitably promote

guesswork as well as efforts to mask value judgments behind a facade of

objective evaluation.81

A pragmatic approach to analytical rationality will also foster an interdis-

ciplinary approach to decision-making. Pragmatism favors this approach be-

cause it is more likely to give nonquantifiable factors appropriate weight,

which will enable and encourage noneconomists to contribute to the debate

over risk regulation. Economists, and the narrow perspective they tend to re-

flect, should not be permitted to co-opt or dominate the policy-making proc-

ess. As Professor McGarity has indicated, “In practice, comprehensive ana-

lytical rationality has been dominated by the paradigms of neoclassical mi-

croeconomics.”82

A pragmatic approach would judge the adequacy of agency attempts to

study potential impacts by whether they have received due consideration.

This standard of review is, to use Professor McGarity’s words again, “in a

sense, a ‘second best’ rationality that recognizes the limitations that inade-

quate data, unquantifiable values, mixed societal goals, and political realities

place on the capacity of structured rational thinking, and it does the best that

it can with what it has.”83 It thus mirrors the way in which NEPA has come to
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be interpreted in the courts. As indicated above, both CEQ and the courts

have by and large settled for a pragmatically rational approach to environ-

mental impact assessment rather than a “comprehensively rational” ap-

proach, precisely because of their recognition of the inherent limitations on

the cognitive capabilities of agency analysts and policy-makers. Under this

“due consideration” approach, cost-benefit analysis would not provide the

decision-making criterion for determining the appropriate levels of risk

regulation, but would instead provide information for the agency to consider

to the extent that the enabling legislation permits.

Finally, a pragmatic approach would not assign to agencies so many ana-

lytical burdens that they erase the tilt that Congress built into the statutes that

protect humans and the environment. As Chapters 2 and 4 discuss, risk regu-

lation statutes adopt a realistic burden of proof in light of bounded rational-

ity. This tilt makes it possible to regulate in light of the uncertainties that per-

vade our knowledge of risks. It recognizes the intrinsic value of life and of the

environment and seeks, within reason, to protect both. Thus the assignment

of unreasonable obligations to study regulation, rather than actually regulate,

can eliminate the pragmatism that is built into risk regulation.

We recognize that more limited impact analysis might miss problems with

risk regulation that more elaborate analysis might reveal. We prefer to ad-

dress such problems through incremental decision-making. In the next chap-

ter, we discuss the potential for more flexible risk regulation by adjustments

at the back end of the regulatory process, such as through the issuance of

waivers, exceptions, and extensions and through the exercise of enforcement

discretion. This approach can avoid the ossification and rigidity that results at

the front end of the regulatory process because of elaborate analytical re-

quirements. Moreover, information about the relationship of regulatory costs

and benefits will tend to be better at the back than at the front end of the

process.
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Pragmatic Methods of Regulation

n approach to risk regulation based on pragmatism seeks to ac-

commodate widely shared but potentially conflicting values by

striving to achieve the maximum level of protection consistent with reason-

able cost. Despite the advantages of this system, there are bound to be par-

ticular situations that yield regulation with which particular regulated entities

cannot afford to comply, regulation whose application in a specific instance

will impose costs of a magnitude that appears to be excessive, regulation

whose application to a particular entity or economic sector may result in un-

acceptable dislocation, or regulation that has unintended adverse social con-

sequences. This kind of regulatory output is inevitable because the bounded

rationality problem discussed in Chapters 5 and 6 will preclude risk regula-

tory agencies from fully understanding all aspects of a problem before they

take steps to address it. Risk regulation is necessarily based on the application

of heuristics, whether they take the form of cost-benefit analysis or the more

pragmatic approach to regulation we prefer. In short, even a pragmatic ap-

proach can yield regulation that reflects an unsuccessful effort to accommo-

date economic and noneconomic considerations.

One way to try to minimize instances of “excessive” or wrong-headed

regulation would be to adjust the general statutory standards. One could

weaken the standards, for example, so that few if any members of the regu-

lated community lack the economic capacity to comply with them, or one

could mandate more rigorous attention to and comparison of predicted

regulatory costs and benefits in a futile attempt to overcome bounded ration-

ality. The first option threatens to reduce the levels of protection against risk

below those regarded as effective by most citizens. The second is likely to

yield the kind of “paralysis by analysis” that we have criticized in Chapter 7,

A



148 PRAGMATIC METHODS OF REGULATION

which, in turn, will also decrease the output of risk regulatory protection to

levels that may be deemed unacceptable. Moreover, the very bounded ration-

ality responsible for unintended regulatory consequences is likely to prevent

the newly elaborate process from yielding more “rational” regulation.

In this chapter, we explore two alternative and, we think, preferable

mechanisms for adjusting regulatory programs to eliminate unintended or

counterproductive results. In his book on eco-pragmatism, Daniel Farber ar-

gues that experience with risk regulation during the past thirty years has

demonstrated “the centrality of learning to the enterprise of environmental

protection.” According to Farber, this experience supports efforts to “raise

our regulatory IQ,” or, more colorfully, to “teach the elephant to waltz.” We

believe that the two mechanisms we will discuss in this chapter already make

the current system of risk regulation to a considerable degree “responsive to

additional information.”1 The first mechanism is to permit regulated entities

to choose the method by which they comply with risk regulations. The sec-

ond is to make greater use of incremental regulation in which regulators ad-

just general regulatory commitments in light of the specific circumstances of

some regulated entities or the availability of new information. These two ave-

nues for mitigating the unintended adverse economic and social conse-

quences of risk regulation reflect a pragmatic approach to the implementa-

tion of that body of regulation.

Each of the flexibility devices we describe in this chapter has been tried,

some with better effects than others. All are subject to abuse, but we believe

that, on balance, they represent a more pragmatic method of accommodat-

ing divergent factors such as efficiency and fairness or other nonutilitarian

values than does an attempt to incorporate in a rigid fashion all relevant

factors into the risk reduction standard itself. To address the potential for

abuse, we support the adoption of procedures that, on the one hand, enable

agencies to dispense incremental relief in a relatively streamlined fashion but

that, on the other hand, enhance accountability by requiring agencies to pro-

vide opportunities for public input and disclosing when and why they have

afforded such relief. The adoption of such procedures is consistent with

pragmatism’s preference for methods of accountability that promote public

participation.
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A regulatory process that includes and relies upon the flexibility devices

discussed in this chapter may enable an agency to avoid committing so many

resources to perfecting regulation at the front end of the process that it is pre-

cluded from effectively assessing the practical effect of regulations once they

have gone into effect. Critics of current risk regulation approaches claim that

these approaches often result in misallocation of regulatory expenditures

when agencies pursue relatively small risks while leaving larger risks unad-

dressed. But a regulatory approach based on a quest for comprehensive ra-

tionality may have an additional unintended adverse effect if it diverts agen-

cies from the kind of planning that is capable of avoiding such misallocations.

The final section of this chapter therefore addresses how a pragmatic system

of risk regulation can use planning to minimize misallocation of regulatory

expenditures.

Regulatory Methods

One method of reducing regulatory costs is to choose the least-cost method

of achieving a regulatory goal. This goal is consistent with the risk reduction

framework that Congress adopted, although critics of risk regulation some-

times claim otherwise. Risk regulation generally employs “performance”

standards that allow regulated entities to choose the method by which they

comply with the risk reduction the government has ordered. In other circum-

stances, Congress has authorized the use of “incentive-based” instruments,

which give regulated entities even greater flexibility to select cost-effective

compliance options. Some critics of risk regulation are so enamored with the

use of “incentive-based” methods that they would create a presumption in fa-

vor of their use. Although incentive-based methods may be a less expensive

way to regulate, the evidence does not support the conclusion that they are

usually a better way.

This section starts with the failure of the critics of risk regulation to recog-

nize that existing regulatory goals are consistent with cost-effective methods

of regulation. We then consider the role of performance standards and in-

centive-based regulatory methods, and the potential of each to lower regula-

tory costs and achieve other regulatory values.
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Options

The critics have charged that command-and-control regulation of the

kind that has dominated federal risk regulation for the last thirty years is in-

capable of producing efficient regulation because, among other things, it by-

passes opportunities for regulated entities to select the most cost-effective

means of regulation available. According to the critics, command-and-con-

trol regulation tends to take the form of uniform standards applicable across

the board to entire classes of risk-creating activities. The difficulty with such

uniform controls is that they fail to recognize that the cost of control may

vary significantly within a class of risk-creating activities. One polluter may

have the capability of reducing its discharges at a fraction of the cost of an-

other polluter discharging the same material. A rational approach to control-

ling pollution would be to impose stringent controls on the polluter whose

costs of control are low, while imposing lenient controls on those with high

control costs. In that manner, the desirable level of pollution control can be

achieved at the least cost.

The complaint that traditional risk regulation forfeits opportunities for

achieving cost-effective solutions to environmental problems is often mis-

leading, because those making it generally fail to distinguish carefully be-

tween the adoption of environmental standards and the selection of tech-

niques (or tools or instruments) for achieving those standards. The two in-

quiries need not be—and often are not—governed by the same analytical

frameworks.

The formulation of environmental policy requires that policy-makers ad-

dress two “central questions: (1) what is the desired level of environmental

protection?; and (2) what policy instruments should be used to achieve this

level of protection?”2 The literature on environmental policy, however, does

not always carefully distinguish between these two issues. This blurring of

conceptually distinct questions tends to mask the possibility that an envi-

ronmental policy goal might be set using criteria other than economic effi-

ciency, but that, once the goal has been established, regulators may select the

policy instrument likely to achieve that goal at the least cost. There is no rea-

son why, for example, a regulatory system whose goal is set without reference

to cost—such as an ambient quality-based regulatory scheme—could not be

coupled with incentive-based policy instruments, such as marketable permits
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or pollution taxes.3 Indeed, the Environmental Protection Agency (EPA) has

long taken the position that although cost considerations play no legitimate

role in the adoption of the Clean Air Act’s national ambient air quality stan-

dards, those considerations are critically important when policy-makers are

designing appropriate means of achieving the standards.4

Design versus Performance Standards

The failure to distinguish clearly between regulatory standards and in-

struments is exacerbated when the critics of risk regulation attack “com-

mand-and-control” regulation without acknowledging that the term encom-

passes both “design” standards and “performance” standards. Both types of

standards typically specify a goal that the agency defines, such as a numerical

limit on permissible emissions. The difference is that under a design standard

the agency defines the method by which regulated entities are required to

achieve the goal—such as by installing and operating a particular kind of

pollution control technology or work practice—whereas under a perform-

ance standard, regulated entities are free to achieve the goal in any way they

want. In the case of a technology-based standard, regulated firms may use the

model technology or work practice identified by the agency as the one that

makes compliance with the standard possible, or they can devise alternative

means of meeting the standard. Thus regulated entities subject to a perform-

ance standard have an incentive to discover or develop such alternatives if

they provide a more efficient means of achieving the regulatory standard.

While this incentive may not be as significant as under other regulatory in-

struments in certain circumstances,5 performance standards do promote

cost-effective regulation.

Despite what some criticisms of risk regulation imply when they disparage

it as an example of “a system of Soviet style centralized command and con-

trol,”6 performance standards, not design standards, are the norm in risk

regulation. The Clean Water Act, for example, requires that point sources

comply with a series of technology-based effluent limitations (numerical

goals),7 but it allows those sources discretion to choose the means of compli-

ance. The nationally uniform, technology-based emission standards under

the Clean Air Act by and large follow the same pattern.8 The statutes on occa-

sion even explicitly bar EPA from specifying the means of compliance.9 Even
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where they do not do so, however, it is clear that, as a general proposition,

“the Administrator is not to prescribe the technology which must be used,

but is rather to set discharge levels which can be met if indicated technology is

used. The choice of technology at each plant is left to the operator.”10

Incentive-Based Instruments

Further, many risk regulation statutes (or the regulations adopted to

implement them) afford even greater freedom to regulated firms to select

cost-effective compliance options by permitting the use of instruments that

range well beyond those characteristic of a traditional command-and-control

approach. EPA in particular has become increasingly enamored of incentive-

based techniques such as marketable permits and emissions trading as a cost-

effective mechanism for achieving various Clean Air Act standards that are

not based on the application of cost-benefit analysis.11 The best-known ex-

ample of a marketable allowance scheme is the one reflected in the acid rain

control program adopted in the 1990 Clean Air Act amendments. Under that

program, regulated coal-burning electric utilities may not emit sulfur dioxide

in excess of the number of allowances they hold for emissions of that pollut-

ant. A regulated unit need not necessarily reduce its own emissions in order

to meet the emissions cap by which it must abide. Instead, it may purchase

allowances from other regulated units that have “overcontrolled” and there-

fore have excess allowances to sell.12 Because those who sell allowances are

likely to have lower control costs than those who buy them,13 the aggregate

level of control may be achieved at lower cost than if the statute simply im-

posed an emissions cap on each unit and required it to control its own emis-

sions as the exclusive means of achieving compliance with that cap. State en-

vironmental agencies have provided further opportunities for the use of in-

centive-based instruments as a means of achieving the levels of emission re-

ductions necessary to comply with national ambient air quality standards.14

Although incentive-based techniques of this sort to date have been most

fully developed under the Clean Air Act’s emission control scheme, there is

no reason why the techniques may not be just as useful in appropriate con-

texts under other statutory schemes. Thus marketable permits and related in-

centive-based instruments promise to play a larger role in the future under
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the Clean Water Act. For example, EPA has considered authorizing trades

between point and nonpoint sources as a means of generating efficiencies in

discharge reductions and reaching sources that to date have not been regu-

lated to any meaningful degree.

Evaluation

The potential for incentive-based techniques to promote cost-effective

means of compliance with regulatory standards is widely acknowledged, as

well it should be. If incentive-based techniques such as emissions trading can

achieve regulatory standards at lower costs than other regulatory instruments,

it would be irrational not at least to consider their use. Allowing regulated

firms to resort to emissions trading as a means of complying with their regu-

latory obligations undoubtedly creates the possibility that those firms will

manipulate the system by engaging in “paper trades” that do little if anything

to improve environmental quality.15 The fact that regulated entities may

abuse the discretion to use emissions trading as a means of regulatory com-

pliance is not a sufficient basis for condemning the entire technique, how-

ever. Rather, the criticism argues in favor of more careful creation of prereq-

uisites for trading and more rigorous agency oversight.

Environmentalists also have objected to the symbolism of emission trad-

ing. Some view public resources such as clean air “as a basic inalienable right

which is not for sale at any price. . . . Allowing firms to trade emission rights

sends a message that decisions about tradeoffs between economics and envi-

ronmental quality can be left to the polluters.”16 In light of the intrinsic value

of the environment, this objection is not easily answered. Pragmatism, how-

ever, eschews essentialism, which argues against investing resource protection

with the status of an inalienable right. Further, the negative symbolic aspects

of an endorsement of trading may be an acceptable tradeoff for the efficiency

gains that are available in some situations through resort to the practice. As

indicated in Chapter 3, a pragmatic approach to risk regulation attempts the

difficult task of finding solutions that accommodate conflicting values to the

greatest extent possible. In particular, pragmatism favors mechanisms that

reduce the cost of regulation because such approaches reduce opposition to

nonutilitarian standards of risk reduction that pragmatism strongly supports.
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Default Rules versus Case-by-Case Determinations

Even among those, including some of the major national environmen-

tal groups, which endorse incentive-based techniques such as emissions trad-

ing as a valuable method of regulatory compliance, the appropriate mix of

more traditional regulatory devices (such as performance standards) and in-

centive-based techniques nevertheless remains a matter of ongoing debate.

Cass Sunstein has recommended the adoption of economic incentives “as a

presumptive substitute for command-and-control” regulation.17 Under this

modified approach to instrument selection, EPA would be required, “wher-

ever feasible, to use economic incentives rather than a ‘command-and con-

trol’ approach.”18

Although we agree that incentive-based instruments have a useful role to

play in the implementation of risk regulation standards, we cannot agree that

such a presumptive approach is desirable or consistent with pragmatic regu-

lation. A pragmatist would argue that, before displacing traditional regulatory

instruments with incentive-based techniques on a much larger scale, the pro-

ponents of such a change should bear the burden of demonstrating that prac-

tical experience with incentive-based instruments justifies such a shift. Al-

though Professor Sunstein is convinced that “significant cost savings can be

achieved by using more flexible, market-oriented instruments, such as trad-

able pollution permits rather than uniform national requirements,”19 and that

such cost savings support adoption of a presumption in favor of requiring a

market-based approach, empirical support for his belief simply does not ex-

ist.20 According to Daniel Cole and Peter Grossman, “the existing ‘empirical’

studies do not demonstrate either that command-and-control regulations are

inherently inefficient or that they are invariably less efficient than market-

based alternatives.” Indeed, they assert further that in certain cases, com-

mand-and-control regulation can be and has been more efficient than alter-

native, incentive-based approaches.21 Similarly, Daniel Farber has warned:

Although these incentive systems are intriguing, we should not be too confident

about translating [their theoretical advantages] into practice. There are good rea-

sons for caution. Real-world implementation may raise significant enforcement

problems, create barriers to entry by new firms, unduly favor some firms in the

initial allocation of permits, or conflict with other goals like equity. Moreover, the

actual legal entitlements are likely to differ considerably from the elegant theoreti-
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cal models, if only for political reasons. . . . The only way to see if these market so-

lutions will work is to try them provisionally and carefully monitor the results.22

Given the difficulty of ascertaining the costs of control that we describe in

Chapter 6, a neutral baseline, in which policy-makers choose from available

traditional performance standards and incentive-based instruments on a

case-by-case basis with no preconceived bias, is preferable to any presump-

tion. A second reason for rejecting a presumption is that the relative desir-

ability of market incentive instruments is likely to be context-specific. As

Professor Kenneth Richards recognizes, the “optimal choice of policy instru-

ment to implement a particular pollution abatement goal depends on the

nature of the pollutant, the kind of harm the pollutant causes, the available

control technologies, the number and type of polluting entities, and the type

of market failure.”23 Similarly, Daniel Cole and Peter Grossman have argued:

There are institutional settings in which markets are not only less efficient than

command-and-control regulations but are in fact completely ineffective in re-

ducing pollution. In the real world, the relative efficiency with which a particular

regulatory regime maximizes a social welfare function depends on institutional

and technological circumstances. . . .[T]here may be important practical reasons

for favouring [one among alternative] planning instruments. These reasons might

involve ideological, political, legal, social, historical, administrative, motivational,

informational, monitoring, enforcing, or other considerations.

Moreover, these considerations are not static, because “efficiencies can shift

in response to institutional and technological evolution.”24

As Professor Richards has pointed out, the total cost of applying a par-

ticular tool for achieving a specific risk regulation standard is composed of

the sum of different kinds of costs, including “production” costs (such as

capital, training, and operation and maintenance costs), “implementation

costs” (such as measurement and enforcement costs), and “public finance”

impacts. Although incentive-based regulation can have lower “production”

costs than traditional regulation, higher “implementation” costs can offset

any cost advantage that incentive-based regulation might have when only

“production” costs are considered.25

The process of examining the degree to which emissions trading and mar-

ketable permits are capable of achieving risk reduction goals more cost effec-

tively than command-and-control instruments has begun. Further experi-
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ence with the use of such incentive-based instruments may in the future re-

veal that they are more cost-effective in most cases, or that they are more

cost-effective in particular contexts. A pragmatic approach to risk regulation

would encourage the proponents of incentive-based instruments to continue

trying to convince the relevant “critical communities” that such is the case.

To date, the available evidence does not seem to warrant a wholesale shift to

these kinds of instruments of the nature that would result from adoption of a

presumption in favor of incentive-based techniques. The evidence is weaker

still for instruments such as pollution taxes, which have not been applied to

any significant degree to federal risk reduction programs.

Effectiveness and Equity

Even if one assumes that incentive-based regulatory instruments by and

large yield more efficient efforts to comply with regulatory standards, it is not

necessarily the case that those instruments will be as effective at achieving the

desired levels of environmental protection as traditional regulatory instru-

ments are. Similarly, compliance with a regulatory standard through a mar-

ket-based mechanism will not necessarily yield the same distributional con-

sequences as will compliance through traditional instruments.26

Regulatory instruments vary in terms of how well stakeholders will be as-

sured that environmental goals will be met. In a study that compared regula-

tory instruments, the federal Office of Technology Assessment (OTA) used

“assurance” as a criterion for comparative evaluation of regulatory instru-

ments because it is a “bottom line criteri[on] for many stakeholders, espe-

cially when the environmental problem poses serious risks to human health.”

When OTA compared instruments, it found that “command-and-control”

instruments are “the most effective at assuring stakeholders that environ-

mental goals will be met.” By comparison, OTA rated tradable emissions as

less reliable according to this criterion because of the “potential difficulty

with monitoring.” Similarly, “pollution charges . . . have the potential to

move things in the right direction,” but the “action-forcing component

is weakened since sources are given an option to pay rather than to reduce

their discharges.”27 Information disclosure strategies appear to be an effective

means of inducing firms engaged in risk-creating activities to reduce the lev-
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els of the risks they create to avoid adverse publicity. Disclosure will also gen-

erate information that may be useful in measuring and monitoring environ-

mental performance and in the implementation of more traditional regula-

tory regimes.28 There is reason to suspect, however, that an information dis-

closure strategy that is cut off from a command-and-control program will

tend to yield lower levels of protection against risk than a pure command-

and-control system will.29

The OTA report also considered how instruments may differ in terms of

the “equality of environmental outcomes, full participation by affected com-

munities in decision-making, and freedom from bias in policy implementa-

tion.” Consider, for example, environmental justice, which recognizes that

“environmental policies have discriminated against racial minorities and low-

income communities in both direct and indirect ways.” OTA warns that mar-

ket-based incentives, particularly tradable emissions and pollution charges,

“may create serious problems if equity is a major concern.” Tradable emis-

sions, for example, may be a problem because firms or industries have a

“choice which facilities will make improvements in performance and in

which order improvements will be made.” As a result, “individuals in one

area or region could be comparatively worse off even though others are much

better off” and “even though the overall environmental performance for the

industries or firms involved is improved.”30 The phenomenon of “hot spots”

that develop because purchasers of emissions allowances are more concen-

trated geographically than their sellers is a well-known pitfall of an emissions

trading scheme.31 The problem is likely to be less serious if the particular kind

of risk-creating activity being regulated tends to have an undifferentiated im-

pact on the environment in a large area than if the impact is more localized.

Thus the use of an emissions trading regime as part of an effort to control

carbon-based emissions that contribute to global warming is unlikely to pro-

duce these kinds of equitable concerns.32 Pollution charges can cause the

same kinds of problems because firms in an area or region may decide to pay

the charges rather than reduce pollution, while firms in another area or re-

gion may reduce pollution.33

The kind of case-by-case comparison of regulatory instruments that we fa-

vor should therefore assess not only the relative cost-effectiveness of the vari-
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ous available alternative instruments but also their relative efficacy in

achieving statutory standards and the distributional impact they are likely to

have. A presumptive preference for market-based techniques is likely to hin-

der rather than enhance such a neutral comparative effort.

Adjustments

The context-specific focus of pragmatic risk regulation also supports a second

approach to mitigating unintended and potentially counterproductive regu-

latory consequences. As Chapter 3 indicates, pragmatists like Dewey valued

the scientific method as a means of testing ideas to determine their practical

worth. Ideas that fail to withstand the public scrutiny that accompanies such a

testing process are ripe for replacement by other approaches, which can then

be tested.

In the context of risk regulation, this kind of incremental approach to de-

cision-making takes the form of agency adjustments on a case-by-case basis

to broader policy-based actions such as new or amended regulations. The

bounded rationality that inevitably faces policy-makers responsible for de-

signing a program of risk regulation ensures that those policy-makers will

make mistakes when they fail to consider relevant information because it is

not available to them or they do not yet understand its implications. Other

“mistakes” will result when the circumstances that initially justified a particu-

lar regulatory application have changed. Default rules are useful precisely be-

cause bounded rationality precludes the formulation of comprehensive solu-

tions to situations characterized by uncertainty. When the application of such

rules to a particular situation produces an unacceptable result—a result, for

example, that is inconsistent with the purposes of the rule, that is unnecessar-

ily inefficient, or that is unfair—a pragmatic approach to risk regulation sup-

ports taking steps to change that result so that it conforms to prevailing values.

Options

The current system of risk regulation is characterized by a multitude of

devices for making back-end adjustments to regulatory decisions that have al-

ready been made but that have not turned out as policy-makers anticipated

they would. These include deadline extensions; waivers; negotiated adjust-
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ments to regulatory requirements; experimental regulatory programs and

related administrative reforms; enforcement discretion; and periodic regula-

tion review. Each of these devices has the potential to infuse risk regulation

with the flexibility needed to avoid or mitigate unintended adverse conse-

quences. Each has either already played a significant role in federal risk regu-

lation or has the potential to do so in the future.

Deadline Extensions

A persistent criticism of command-and-control regulation is that it ir-

rationally demands uniform levels of control even though circumstances

such as differential levels of pollution or differences in compliance costs cry

out for the creation of more nuanced, individuated control mechanisms. But

even when a regulatory standard appears to require uniform controls in a va-

riety of contexts, back-end adjustments such as deadline extensions often

serve to create a de facto set of differential standards. According to Robert

Percival:

When health-based regulation has not succeeded in forcing the development of

necessary technology within the time frame required for compliance, public policy

inevitably permits deadline extensions or the relaxation of standards. . . . Thus,

even laws that appear to require nationally uniform, health-based standards have

been implemented in a manner that tolerates considerable regional variation in

the severity of compliance timetables.34

The same point applies in the context of technology-based and technology-

forcing standards as well.

These deadline extensions have differed in their magnitude. Sometimes,

Congress has extended the deadlines for large geographic areas. The deadlines

in the 1970 version of the Clean Air Act required compliance with the primary

national ambient air quality standards by the mid-1970s.35 When it became

clear that many areas of the country would not be able to achieve the stan-

dards by the applicable deadlines, Congress amended the statute in 1977 to

extend the deadlines to either 1982 or 1987, depending on the particular crite-

ria pollutant involved.36 Persistent noncompliance, particularly in urban ar-

eas, induced Congress in 1990 to extend the deadlines yet again. This time

Congress allowed the most problematic areas to take more time than less
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polluted areas to achieve the standards.37 Thus, faced with the practical diffi-

culty of achieving the standards along the time line originally envisioned,

Congress not only abandoned the original set of deadlines (twice) but also

crafted a series of substitute deadlines more attuned to the problems of par-

ticular kinds of nonattainment areas.

In some cases, Congress has extended regulatory deadlines for large classes

of regulated entities.38 The 1970 version of the Clean Air Act required auto-

mobile manufacturers to reduce emissions of a variety of mobile source pol-

lutants to an extent sufficient to comply with the standards by 1975 or 1976.

The auto manufacturers had claimed right from the start that the necessary

technology would not be available in time to meet the deadline. Congress re-

quired compliance by the mid-1970s anyway, in the hopes that the looming

deadlines would spur the development of more effective control technolo-

gies. When those hopes evaporated, both Congress and EPA issued a series of

deadline extensions for pollutants that included hydrocarbons and carbon

monoxide.39 For oxides of nitrogen, Congress adopted a less stringent stan-

dard in addition to extending the deadline.

A similar story has played out in the context of the Clean Water Act. The

1972 Federal Water Pollution Control Act (whose name was later changed to

the Clean Water Act) required point sources to comply with one set of tech-

nology-based effluent limitations by 1977 and another by 1983.40 When Con-

gress amended the statute in 1977, it extended the deadline for the second

phase of these controls to a time between 1984 and 1987.41 As the latter dead-

line approached, both industry and EPA acknowledged the impossibility of

compliance by some categories of point sources, in part because EPA had not

yet even issued regulations for some of those categories. The 1987 amend-

ments extended the deadline again, to 1989 and beyond.42

Deadline extensions are sometimes available to individual regulated enti-

ties as well. The Clean Water Act, for example, includes provisions author-

izing the issuance of deadline extensions to municipalities unable to com-

plete construction of sewage treatment works in time to comply with their

regulatory obligations,43 and to point sources proposing to replace existing

production capacity with innovative processes that achieve higher levels of

pollution reduction or that achieve equivalent levels at lower cost.44 The lat-

ter provision is obviously designed to encourage regulated firms to engage in
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research and development of better and more efficient pollution control

technology. The Resource Conservation and Recovery Act authorizes EPA to

adjust the deadlines by which those who manage hazardous waste must

conform to a prohibition on the land disposal of specified hazardous wastes,

such as dioxin.45

Waivers, Exceptions, and Exemptions

A related form of regulatory adjustment mechanism—the waiver, ex-

ception, or exemption—subjects a regulated entity to more lenient treat-

ment or exempts it completely from regulatory obligations instead of ex-

tending the time for compliance. This “option can . . . be viewed as a

recognition that formal rules are unlikely to capture the infinite varieties of

empirical reality and that increased flexibility in the rulemaking process is

necessary.”46 The issuance of a waiver or an exception is typically based on

equitable grounds or on the grounds that insistence on compliance with a

generic rule by the particular entity involved would be inconsistent with

underlying regulatory objectives.47 Had the agency adopting a rule been

aware of the unique circumstances that make its application to a particular

entity unfair or counterproductive, it presumably would (or could) have

carved out an exception in the rule itself.48 Having failed to do so, the is-

suance of a waiver or an exception simply represents an alternative proce-

dural mechanism for accomplishing the same result—essentially, promulga-

tion of a rule applicable to a category of one entity.49

Several different kinds of individualized adjustment mechanisms have

been made available to entities subject to risk regulation statutes.50 First,

“hardship exceptions” represent adjustments based on the adverse economic

impact of regulation on an individual firm or on the absence of available

technology to comply with regulatory controls. According to Alfred Aman:

Though Congress may have decided that industries should internalize certain en-

vironmental costs . . . , Congress’s broad legislative objectives do not automatically

outweigh the continued survival of regulated firms. The regulatory cures for envi-

ronmental pollution . . . should not necessarily cripple the industries to which they

apply. Stability and preservation of economic order go hand in hand with envi-

ronmental or economic reforms. The regulatory preference for individual firm

survival does not necessarily mean that shutdowns must always be avoided, but
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such extreme consequences should be the result of a considered process, not the

unintended or unconscious fallout of an overbroad statute or rule.51

Many of the federal risk regulation statutes provide explicitly for hardship ex-

ceptions.52 In other cases, the courts have interpreted general statutory stan-

dards in a way that minimized economic disruption which would result from

strict application of the standard.53 State agencies operating under authority

delegated to them by federal statutes have created analogous individual ad-

justment mechanisms.54

Adjustments also may be based on a demonstration that a particular

regulated activity will not create the kinds of risks the regulatory scheme was

designed to control. The Clean Water Act, for example, allows EPA to modify

the technology-based effluent limitations applicable to point sources dis-

charging certain kinds of pollutants if an individual point source can show

that less onerous limitations will neither result in the imposition of additional

effluent restrictions on other sources nor interfere with attainment or main-

tenance of fishable/swimmable water quality.55 The Occupational Safety and

Health Act allows the Occupational Safety and Health Administration

(OSHA) to issue variances from occupational safety or health standards to an

employer able to demonstrate that the alternative practices it proposes to use

will provide places of employment as safe and healthful as those that would

have resulted through compliance with the standard.56 Under the Clean Air

Act, EPA may waive the requirement that states containing areas not in at-

tainment with the national ambient air quality standard for carbon monoxide

require the sale of gasoline with a higher than normal oxygen content. To

qualify for such a waiver, the state must show that mobile sources of carbon

monoxide do not contribute significantly to excessive concentrations of that

pollutant.57 And the Resource Conservation and Recovery Act establishes a

petition process pursuant to which generators may procure delisting of haz-

ardous wastes at particular facilities.58

Third, individual adjustments may be available on equitable grounds. A

regulated entity may qualify for one of these “fairness exceptions” if it can

show that the costs it would incur if it complied with the regulations would

be disproportionately higher than those incurred by similarly situated firms,

that the regulation inadvertently punishes the entity for good-faith activities,

or that the costs imposed on the firm are not justified by the resulting social
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benefits. “In other words, though the costs involved do not jeopardize the

economic viability of the firm, and therefore do not justify an economic-

hardship exception, the rule as applied to the petitioner is nevertheless unrea-

sonable.”59

Perhaps the best known example of a fairness exception is the fundamen-

tally different factor (FDF) variance from the Clean Water Act’s technology-

based effluent limitations. Although the statute did not originally authorize

EPA to issue such FDF variances, the Supreme Court conditioned EPA’s

authority to regulate point sources through categorywide regulations rather

than on a point source-by-point source basis on the availability of individual

variances from regulatory standards.60 EPA fleshed out the conditions under

which these variances would be available, and the Supreme Court interpreted

the statute to authorize their issuance even for toxic pollutants, which are

subject to the act’s most stringent controls.61 In 1987, Congress endorsed these

developments by codifying the FDF variance mechanism for a point source

able to convince EPA that its activities are fundamentally different with re-

spect to a factor such as non–water quality environmental impact than the

sources the agency considered when issuing the regulations otherwise appli-

cable to the applicant for a variance.62

Fourth, individualized adjustments have been authorized when environ-

mental protection objectives clash with other important social values. Provi-

sions that authorize EPA to exempt activities whose pursuit is important to

the national security from compliance with regulatory obligations are com-

monplace.63 Similarly, the Clean Air Act has authorized the suspension of

controls for fuel burning stationary sources in the event of a national or re-

gional energy emergency.64 The Clean Air Act also delegates to EPA the

power to authorize the production of ozone-depleting substances that are

otherwise banned to ensure aviation safety and sanitary food supplies and for

use in medical devices, critical agricultural uses, and fire and explosion pre-

vention.65

The risk regulation statutes have also acknowledged and accommodated

important social values by affording preferential treatment to small business

entities.66 Some of these accommodations take the form of regulatory exemp-

tions or deadline extensions,67 while others are reflected in direct and indirect

subsidies. Agencies such as EPA have supplemented these accommodations
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by choosing not to rigorously enforce some obligations against small enti-

ties.68 Such accommodations may be based on the premise, which has been

vigorously contested,69 that the adverse environmental impacts generated by

small businesses are sufficiently small that allowing them to avoid regulations

applicable to larger concerns will not cause unacceptable setbacks to envi-

ronmental protection goals. Alternatively, they may be based on a desire to

protect small businesses because of the vital role they have traditionally

played in providing for a diverse economy.70

The foregoing survey indicates that back-end adjustments can prevent

command and control regulations from producing needlessly inefficient and

otherwise perverse results. These types of back-end adjustments also reduce

the necessity for a comprehensive assessment of potential regulatory impacts

before a regulation is promulgated. Indeed, after-the-fact adjustments of the

sort involved in issuance of variances and exceptions will often provide a

better forum for policy-makers to fine-tune regulation, because experience

with operation of the regulations may reduce uncertainties and resulting

bounded rationality. Likewise, the smaller scope of the exercise may make it

easier for a decision-maker to understand the implications for relevant values

of a decision to grant or deny relief in a particular case than it would be to

predict such consequences on a larger scale.

Negotiated Adjustments

As Daniel Farber has recognized, regulatory standards sometimes func-

tion merely as “starting points in the lengthy interactions between agencies

and regulated parties, rather than as end points of compliance. . . . In effect,

the standards may merely be the government’s opening demand in negotia-

tions, and the final bargain is likely to be more favorable to the other side.”71

Jody Freeman, a forceful advocate of what she calls “collaborative govern-

ance,” contends that

the goals of efficacy and legitimacy are better served by a model that views the ad-

ministrative process as a problem-solving exercise in which parties share responsi-

bility for all stages of the rule-making process, in which solutions are provisional,

and in which the state plays an active, if varied, role. . . . [C]ollaboration requires

us to focus on adaptive problem solving.
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Freeman cites as an example negotiated rulemaking, which is a consensus-

based process involving stakeholder negotiation of the substance of a rule.72

The federal risk regulation and natural resource protection statutes have

authorized this kind of negotiation in some cases, and agencies such as EPA

have created additional opportunities for agency-private negotiation. The in-

cidental take permit process under the Endangered Species Act (ESA) pro-

vides one statutory example.73 The Interior Department has created other op-

portunities for negotiated adjustments to regulatory obligations under the

ESA through its related candidate conservation agreements, safe harbor pol-

icy, and no surprises policy.74 According to J. B. Ruhl, these programs indicate

that the Interior Department has realized “that economics do matter in the

ESA and that economic interests are not necessarily the enemy of endangered

species. . . . [T]hey provide economic incentives for businesses and landown-

ers to participate in proactive species conservation and thereby help avoid the

larger economic dislocation associated with species listings.”75

EPA’s Project XL (for excellence and leadership) is a better-known exam-

ple of an agency-initiated negotiation mechanism. EPA created Project XL in

1985 as a means of trading off relatively insignificant regulatory violations for

agreements by industry to exceed regulatory requirements in other in-

stances.76 EPA’s goal was to reduce the net adverse environmental impact be-

low what more straightforward application of regulatory standards is capable

of achieving.77 Because industry initiates the process by proffering site-specific

plans that commit to achieving environmental benefits in exchange for ex-

emptions from regulatory requirements that would otherwise apply, it can

include in them the regulatory instruments that it finds optimal, instead of

having to employ more costly or otherwise less acceptable techniques. Ac-

cordingly, Project XL plans have taken advantage of emissions trading among

pollutants and environmental media.78 Further, the process is iterative and

“embraces provisionalism,” in that participants predict the environmental

impact of their plans but update plan provisions if testing reveals that the

predictions were erroneous.79 In short, Project XL seeks “to replace means-

oriented requirements with means-oriented rewards. It is therefore a signifi-

cant step towards implementing performance regulation in that it offers the

company flexibility in determining how it can best meet required environ-

mental benchmarks.”80
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While Project XL has been the most touted example of programs that de-

pend on agency-stakeholder negotiation as a source of regulatory substance,

it has not been the only one.81 Together, these programs amount, at least in

theory, to “a form of ‘responsive regulation’ where the regulators work crea-

tively with individual corporations (or plant sites) to achieve an individuated

level of compliance.”82

Administrative Reforms

Agencies such as EPA have engaged in unilateral as well as negotiated

adjustments to traditional regulatory programs to increase their efficiency or

enhance their performance. Of the pollution control programs administered

by EPA, none has been the subject of more sustained and virulent criticism

than the hazardous substance cleanup program authorized by the Compre-

hensive Environmental Response, Compensation, and Liability Act.83 In re-

sponse to those criticisms, and perhaps as a means of staving off legislative

reforms to which the agency would have objected, EPA adopted a series of

administrative reforms during the Clinton administration that were designed

to increase enforcement fairness, cleanup effectiveness, and consistency, as

well as state and public participation, while reducing transaction costs. The

agency’s Brownfields Economic Redevelopment Initiative, for example, was

meant to empower

states, local governments, communities, and other stakeholders interested in eco-

nomic redevelopment to work together to prevent, assess, safely clean up, and

sustainably reuse brownfields. . . . One of the major enforcement activities under

this initiative is to remove liability barriers to the cleanup and redevelopment of

these contaminated properties, thereby giving prospective purchasers, lenders, and

property owners more assurances of a safe investment.84

EPA also took steps to mitigate the difficulties experienced by owners of

property containing contaminated aquifers in selling their properties or ob-

taining financing for development because of the risk of incurring cleanup li-

ability.85 If statutory delegations are sufficiently flexible to allow for the exer-

cise of agency discretion and initiative, similar efforts to adjust ongoing

regulatory programs could yield the same kinds of beneficial consequences as

the issuance of deadline extensions and exceptions.
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Adaptive Management

A form of back-end adjustment mechanism that has received consider-

able attention in the field of public natural resource management is adaptive

management. Originally conceived of by researchers at the Institute of Ani-

mal Resource Ecology at the University of British Columbia,86 and later

popularized by political scientist Kai Lee, adaptive management has been de-

scribed by its proponents as “learning by doing.”87 It involves a willingness to

act in the absence of complete information, coupled with a commitment to

evaluate systematically the results of that action as it occurs. New actions are

then formulated in light of the information derived from previous experi-

ence. This approach is designed to reflect a bias toward action rather than

study without “losing sight of the perils of scientific uncertainty.”88 It is based

on the recognition that the complexity and unpredictability of natural sys-

tems necessarily renders management efforts experimental.89 Thus, adaptive

management

presumes ongoing institutional transformation; entities should develop their phi-

losophies and strategies in an evolutionary way through continuous adaptation

and assessment. These changes should be driven by a constant flow of information

gathered from purposeful experiments. Adaptive management may be thought of

as a research strategy designed to generate feedback.90

Adaptive management has been used for years to assist in ecosystem man-

agement,91 such as the preservation of fish and wildlife resources in the Pacific

Northwest and of endangered species more generally,92 but it has not been

widely used in other areas of environmental policy.93 Recently, however, it has

been described as the basis for regulatory reform efforts at EPA, such as the

Project XL program, and it has filtered into a variety of other government en-

vironmental policy proposals and programs.94

Enforcement Discretion

The agencies that implement federal risk regulation also can mitigate

the unfairness and unintended adverse consequences of particular regulatory

applications by exercising their enforcement discretion.95 Refusals to enforce

violations regarded by an agency as de minimis or technical provide obvious

examples. Occasionally, however, risk regulation agencies embark on more
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creative endeavors. EPA, for example, has negotiated supplemental environ-

mental projects (SEPs) in which regulated entities that admit or are found to

have committed violations agree to implement affirmative environmental

protection measures, such as pollution prevention programs, in the future in

lieu of paying civil or criminal penalties for which they would otherwise be

responsible.96 “[In] a sense, a corporation could receive some form of ‘credit’

for undertaking environmentally beneficial activities.”97

Periodic Review

Yet another form of back-end adjustment is periodic review of regula-

tions by the agencies responsible for issuing and enforcing them. Because pe-

riodic review of existing regulations necessarily takes place after the reviewing

agency has had an opportunity to apply the regulations, the bounded ration-

ality problems that surround the initial promulgation of risk regulations may

be less pronounced at the regulation review stage.

Periodic review of existing regulations has been required both by statute

and presidential decree. The Regulatory Flexibility Act requires that agencies

review once every ten years existing regulations with a significant economic

impact on a substantial number of small entities to determine whether to

amend or repeal those regulations, or leave them in effect as is.98 President

Carter required “periodic” review of existing regulations under an Executive

Order that expired in 1981.99 President Bush imposed a 90-day moratorium in

1992 on the issuance of new regulations, during which agencies were sup-

posed to evaluate existing regulations and take steps to eliminate unnecessary

regulatory burdens.100 President Clinton issued another Executive Order that

requires agencies to submit to the Office of Information and Regulatory Af-

fairs in the Office of Management and Budget a program establishing periodic

review of significant regulations.101

A practical problem of requiring agencies to engage in periodic review of

existing regulations is the lack of resources available to commit to the task.

One recent study of periodic regulation review found that agencies almost

universally complained that “time and resources are too limited to allow for

regular, systematic reviews.”102 Requiring agencies to review existing regula-

tions may require that they divert resources from consideration of regulations

that address new problems. Indeed, when the Republican proponents of the
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Contract with America proposed not only periodic review of existing regula-

tions but also the imposition of sunset provisions that would terminate rules

not reviewed in accordance with the statutory timetable, critics claimed that

the exercise was a thinly veiled effort to reduce the volume of federal risk

regulation rather than improve the substantive content of that regulation.103

But periodic review of existing regulations could be structured in such a

way as to minimize such concerns. To begin with, if agencies are not expected

to engage in comprehensive rationality of the sort required by rigorous cost-

benefit analysis in initially issuing regulations, they may not need to devote as

many resources at the front end of the regulatory process as they would if

statutory delegations ignored the constraints of bounded rationality in de-

fining the duties of agencies engaged in risk regulation. Some of the money

saved at the front end could be committed to back-end adjustment in the

form of periodic regulation review. Agencies may choose not to reduce the

efforts they devote to the promulgation of risk regulations, however, even if

the statutory standards under which they issue those regulations take full

cognizance of bounded rationality. They may fear that courts will not be as

sympathetic to the realities of bounded rationality as the legislature has been,

and that reduced time and effort spent on issuing regulations will increase the

risk of judicial invalidation. If so, the anticipated cost savings may not materi-

alize. In that event, the best solution (though not necessarily a realistic one)104

may be for Congress to appropriate more money for the agencies so that they

can engage in conscientious periodic review of existing regulations. At some

point, as the consequences of chronic underfunding for the agencies’ ability

to protect the public against risk become apparent, public pressure to do so

may become impossible to ignore.

The American Bar Association’s Section of Administrative Law and Regu-

latory Practice has made some other attractive suggestions to maximize the

usefulness of periodic regulation review while minimizing the risk that it will

unduly disrupt agency priority-setting and agency development of new regu-

lations. Although the Section endorsed periodic review, it favored allowing

agencies to fashion the details of their own review programs, taking into ac-

count the unique characteristics of each agency and its regulatory output. The

agency should be able to select the pace at which it reviews existing regula-

tions and the order in which it reviews them in light of other competing de-
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mands on its resources. Each agency should be required to establish a set of

criteria against which it can measure the success or failure of that output.105

The legislation requiring periodic review would commit agencies to good

faith efforts to engage in periodic review that is consistent with requirements

such as solicitation of public input.

Impact

The availability of back-end adjustments to regulation in the form of

exceptions, waivers, and the like provides a forum in which an agency can

take steps to mitigate regulatory inequities while preserving the efficiency

gains of policy-making by rulemaking. At some point, however, the issuance

of an excessive number of back-end adjustments may threaten to sacrifice the

efficiency of policy-making by rule. Worse, it may threaten the integrity of

the policy-making process or the ability to achieve the policy goals set by leg-

islation or developed in the rulemaking process. According to Professor Mark

Seidenfeld: “Giving unchecked discretion to regulators ultimately increases

flexibility, but it also allows ad hoc decision-making to undermine the mis-

sion of the regulatory program.” Accordingly, Seidenfeld continues, “society

must strike some balance between granting administrators discretion to ig-

nore substantive limits on their actions and constraining their exercises of

discretion.”106 This section explores some of these tradeoffs in an attempt to

define an appropriate role for back-end adjustments in the context of a

pragmatic approach to federal risk regulation.

Advantages

Back-end adjustments serve as a means of shifting to the regulated en-

tity the burden of proving that the particular application of a regulatory risk

reduction standard is irrational or unjustified. This allocation is more con-

sistent with the precautionary thrust of modern risk regulation than is a sys-

tem in which agencies are subject to the task of justifying the propriety of a

regulatory proposal in a manner that fails to reflect the reality of uncertainty

and bounded rationality. It avoids delay in the issuance of a rule of wide-

spread applicability because an agency can issue a regulation and rely on the

members of regulated industry to alert it to implementation problems
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through the filing of a request for individualized relief. The creation of back-

end adjustment mechanisms also serves to impose the burden of proving that

an individualized adjustment is warranted on the entity most likely to possess

information bearing on the unique aspects of the situation that arguably jus-

tify the adjustment. To the extent that risk regulation statutes or the Admin-

istrative Procedure Act does not currently allow such a shift in the burden of

proof, they should be amended to do so.107

Back-end adjustments to previously issued regulations also represent a

pragmatic means of preventing regulatory standards from inducing irrational

or counterproductive results. Colin Diver has explained the appeal of sup-

plementing broad-based policy-making with incremental adjustments in-

stead of trying to get everything “right” at the front end of the regulatory

process:

The singular advantage of incrementalism is its ability to accommodate uncer-

tainty and diversity. Where comprehensive rationality tortures fundamental value

conflicts into an uncomfortable and often illusory truce, incrementalism creates a

quasi-market for their serial reconciliation. While non-incrementalist policies are

doomed to rigidity by the very political overselling needed to launch them, the

modesty of incremental undertakings enables them more readily to adapt to novel

circumstances. Where the synoptic method erects a flimsy bulwark of false cer-

tainty against the tide of technical and social change, incrementalism deals only

with the present, leaving tomorrow to tomorrow.108

Similarly, Peter Schuck has contended that, “[in] principle, agency adjudica-

tion [through a back-end adjustment process] limits the scope of factual in-

quiry, demanding fewer analytical resources than rulemaking and consuming

less time.”109

Back-end adjustments allow agencies to accommodate unique or anoma-

lous situations without sacrificing regulatory objectives.110 They provide a

means for agencies to preserve relatively stringent baseline risk reduction

standards while accommodating concerns that the application of these strin-

gent rules will cause irrational or unfair results in particular cases.111 Instead

of watering down the standards, policy-makers make case-by-case adjust-

ments pursuant to a process that entails a fine-tuned balancing that would

amount to a difficult if not impossible administrative task on a larger scale.

Alfred Aman has asserted that adjustments like waivers and exceptions “can
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produce a healthy flexibility by infusing with a sense of reality what could

otherwise have become a rigid regulatory regime.”112 “Administrative equity,”

according to Jim Rossi, “eschews the ability of rules to provide universal jus-

tice. . . . [E]quitable adjustments in the implementation of regulations prom-

ulgated by rule provide an important ‘safety valve’ in the administrative proc-

ess.”113 Exceptions processes also can head off challenges to regulations and

reduce the need to use enforcement proceedings to interpret rules and make

policy.114

Finally, as the preceding section on periodic regulation review has indi-

cated, back-end adjustments can serve as a check on the rationality of a rule

by convincing agency decision-makers faced with a plethora of meritorious

applications for back-end adjustments that the underlying regulatory stan-

dard may be flawed and needs to be revisited.115 Back-end adjustments are

therefore fully consistent with pragmatism’s emphasis on adaptation, practi-

cal problem-solving, and the ongoing process of testing ideas to determine

the consistency of the results they produce with relevant values.

Pitfalls

While back-end adjustments are capable of infusing a regulatory pro-

gram with much-needed flexibility and the ability to accommodate equitable

concerns, they have the potential to frustrate the objectives of risk regulation

or otherwise produce unacceptable results. If not appropriately structured

and constrained, these adjustments can threaten the integrity of the regula-

tory program by watering down regulatory protections, creating uncertainty

on the part of regulators and regulated firms alike, providing opportunities

for favoritism, and allowing agencies to make decisions in the absence of

meaningful public participation. A plethora of adjustments can even render

regulatory policy incoherent.

One risk presented by the availability of back-end adjustments is that a raft

of exceptions can swallow the rule from which they depart. Jim Rossi warns

that excessive resort to exceptions can undermine the rules “on the books,”

resulting in “one set of rules for public consumption and oversight and an-

other for the regulated industry.”116 The threat to the integrity of the regula-

tory standard is perhaps most acute if agencies fail to consider the cumulative

impacts of adjustments. Thus, Daniel Farber, among others, has criticized the
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Endangered Species Act’s incidental take permit process on the grounds that

the Interior Department has interpreted its authority to issue those permits

“so broadly that it now threatens to eclipse the rest of the statute.”117 Rena

Steinzor has attacked EPA’s Project XL as “a regulatory free-for-all, with

companies requesting lengthy lists of exemptions in their initial applications

that bear little if any relationship to the environmental improvements they

pledged to achieve.”118

Back-end adjustments also create a risk of agency capture. Adjustments

provide a means of affording favorable treatment to favored political interests

in a way that may be less visible than preferential treatment in the regulations

themselves, even if that treatment is inconsistent with underlying regulatory

objectives. Jody Freeman, a strong supporter of the kind of “collaborative

governance” reflected in negotiated regulatory solutions, nevertheless con-

cedes “the real risks of factionalism and agency capture” posed by negotiated

rulemaking and programs such as EPA’s Project XL.119 Similarly, back-end

adjustments have the potential to adversely affect persons that are not directly

involved in the adjustment-issuance process or that lack the political clout to

have an impact in that process.120

These risks are increased if the adjustment process takes the form of closed

door deal-making from which the public is excluded. According to Daniel

Farber, back-end adjustment mechanisms do not always afford the same op-

portunities for public participation as do rulemaking proceedings governed

by the federal Administrative Procedure Act (APA). To that extent, they take

place “in the shadow of the law” instead of “in the light of public delibera-

tion.”121 Critics of Project XL charge that barriers to public participation at-

tributable to lack of funding and technical support for community and public

interest groups have been one of its most controversial problems.122 Indeed,

there is a risk that the use of back-end adjustments may weaken the ability of

national public interest groups and other interested members of the public to

affect public policy by diluting their resources.123 One type of back-end ad-

justment—contractual negotiation of regulatory requirements—is also sub-

ject to criticism on the grounds that this type of adjustment may amount to a

questionable delegation of lawmaking power to private parties.124 Contract-

based regulatory commitments may also prove difficult for the government

to adjust, even in the face of new information or other changed circum-
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stances.125 Finally, back-end adjustments for particular firms may afford them

unfair advantages by reducing their compliance costs in comparison to those

incurred by their competitors.126

Minimizing the Pitfalls

In light of the potential advantages of allowing agencies to dispense

back-end adjustments to risk protection standards, it makes sense to consider

ways that minimize the potential problems of this kind of incremental deci-

sion-making. We believe that various forms of oversight, by increasing ac-

countability, can make at least some forms of back-end adjustments, on bal-

ance, a useful component of a pragmatic risk regulation program.

One way to protect against a de facto weakening of regulatory standards

through excessive issuance of back-end adjustments such as exceptions is to

specify by statute what the criteria are for making such adjustments avail-

able.127 Congress, however, should not make the criteria too detailed. An ef-

fort to adopt criteria that account for all possibilities would not only reduce

the flexibility that make back-end adjustments useful; it would also confront

the same bounded rationality that makes it so difficult to adopt comprehen-

sive rules in the first place. But general standards are not the same thing as no

standards. Prior to its demise, the Administrative Conference of the United

States endorsed “explicit congressional prescription of the equitable or other

criteria that shall govern an exceptions process.”128 Alternatively, Congress

could order the agencies to develop their own criteria for the making of in-

cremental adjustments.129 While agencies would have broad discretion to de-

velop the criteria, once they did so the criteria would serve as benchmarks to

assess agency performance and provide some measure of consistency and co-

herence in the dispensation of individual relief and related adjustments. An

agency should be required to issue a written explanation of any back-end

adjustment decision it makes, so that affected interests and reviewing courts

can scrutinize the agency’s analysis of why the adjustment is consistent with

relevant statutory policies.

The Superfund cleanup program provides an example of how the process

of formulating and applying the criteria for back-end adjustments might

work. The statute requires that actions selected by EPA for the remediation of

facilities contaminated by hazardous substances comply with certain applica-
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ble or appropriate requirements, but the law also authorizes EPA to select

remedial actions that do not meet these requirements if it finds that certain

circumstances exist, such as evidence that compliance with the requirements

will result in greater risk to human health and the environment than alterna-

tive options, or that compliance with the requirements is technically imprac-

ticable.130 Any decision to issue a waiver must be accompanied by an explana-

tion of why one or more of the waiver criteria are satisfied.

If agencies were required by statute to report to Congress on the develop-

ment and implementation of adjustment criteria, the legislature could pro-

vide an additional layer of oversight. In the event of abuse, Congress could

jawbone agency officials or adopt statutory correctives to protect the sub-

stantive integrity of the regulatory program.131 Requiring (either by legislation

or agency regulation) that exceptions, waivers, and the like be confined to

unique circumstances also provides a means of combating agency efforts to

use back-end adjustments to dispense unjustified favors. Finally, legislative

specification of the criteria for adjustments (or statutory delegation to the

agency of the authority to set such criteria) can assuage concerns that the

agency is acting beyond the scope of its power and thereby minimize the un-

certainties that sometimes accompany novel or creative agency reform initia-

tives.

There is no way to eliminate the possibility of agency capture. One way to

protect against it, however, is to mandate that agencies provide opportunities

for meaningful public participation in any adjustment processes they under-

take. As Kenneth Culp Davis recognized long ago, “discretion can be cabined

through the use of structural procedures.”132 Accordingly, requiring public

participation may provide an additional safeguard against excessive dispensa-

tion of adjustments. We support the use of back-end adjustments only if the

opportunities for participation afforded interested persons are essentially

equivalent to those that govern adoption of regulatory standards in the first

place.133 If an agency such as EPA decides to issue a waiver from a technology-

based pollution control standard, for example, it should have to publish no-

tice of its intended action in the Federal Register and solicit public com-

ment.134 Mandating public participation of this sort will undoubtedly sacrifice

some of the speed and flexibility that makes these back-end devices attractive

to agencies and regulated parties alike.135 The price in reduced agency ac-



176 PRAGMATIC METHODS OF REGULATION

countability and process legitimacy that would result from not requiring op-

portunities for public input, however, would be too high.

Finally, to provide yet another level of accountability, Congress should

make judicial review of the issuance of back-end adjustments available to pri-

vate individuals and organizations and to public interest groups that satisfy

constitutional standing requirements if that authority does not already ex-

ist.136 Judicial review of individualized adjustments should be available for

both compliance with procedural requirements and compliance with sub-

stantive statutory mandates under an arbitrary and capricious standard.

Prospects

In the end, we believe that, while expansion of the availability of back-

end adjustments poses a danger that risk reduction regulation will be watered

down on a piecemeal basis, such a danger is less worrisome than a wholesale

adoption of comprehensive, economic rationality as the governing substan-

tive criterion. The risk always exists that administrators who are not com-

mitted to achieving the agency’s statutory mandate can undermine that man-

date through excessive grants of back-end adjustments. But judicial review

and congressional oversight can discover and correct many such abuses, as

they did during the first Reagan administration when EPA officials took ac-

tions inconsistent with the statutes they were charged with administering.

Conclusion

Pragmatism recognizes that institutional arrangements are context-specific.

Instead of assessing the value of risk regulation mechanisms against an ideal

standard, a pragmatic approach demands evidence that proposed reforms to

such arrangements will yield superior results in practice. We endorse efforts

by policy-makers to take steps to reduce the need for the kind of information

that bounded rationality is likely to make difficult to obtain. Because of the

uncertainty that tends to limit our ability to understand (and certainly to

quantify) regulatory costs and benefits, any attempt to fashion a general reg-

ulatory standard that universally avoids irrational results is doomed to failure.

Regulated entities often have access to more information about the cost of

regulation than the regulatory agency does. To the extent that regulators
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must rely on cost estimates supplied by the regulated community in devel-

oping regulatory standards, they are to a certain extent at the mercy of that

community. As we noted in Chapter 4, regulated entities have a built-in in-

centive to behave opportunistically by overestimating the cost of compliance.

Affording regulated entities flexibility in the choice of the means of compli-

ance with regulatory standards turns a potential negative factor at the stan-

dard development stage into a positive one at the stage of regulatory imple-

mentation. It takes advantage of the superior knowledge of regulated entities

by affording them incentives to select the most cost-effective means of com-

pliance possible.

Another component of pragmatism is its commitment to incremental de-

cision-making as a means of addressing bounded rationality problems. In the

context of risk regulation, such a commitment entails testing regulatory ap-

proaches on an ongoing basis to determine which ones fail to provide useful

solutions, so that they can be adjusted or replaced. We therefore endorse

commitment by regulatory agencies to incremental change in the imple-

mentation of risk regulation through resort to a series of mechanisms by

which they may adjust the application or enforcement of general risk regula-

tion standards in particular cases. Pragmatic regulatory implementation of

the sort we describe in this chapter allows agencies to take advantage of

knowledge of the impacts of regulation—beneficial and adverse—yielded

through real world regulatory applications. The current risk regulation stat-

utes provide many opportunities for this kind of “back-end” flexibility, and

agencies have invented others even where they are not explicitly authorized.

To the extent that flexibility of this sort is not currently available, we favor

steps to make it so.
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Promoting Accountable Risk Regulation

ne of the enduring problems of American administrative law has

been ascertaining how federal administrative agencies fit into a

tripartite form of government that does not on its face accommodate them.

Given the breadth of the scope of risk regulation, it is not surprising that the

delegation to agencies such as the Environmental Protection Agency (EPA)

and the Occupational Safety and Health Administration (OSHA) of the pow-

er to make regulatory decisions with profound social and economic conse-

quences has given rise to questions about the wisdom of such delegations and

about the legitimacy of the exercise of delegated regulatory authority.1 This

chapter proceeds by assessing the appropriate role of the executive, legislative,

and judicial branches of the federal government in promoting accountable

risk regulation by administrative agencies. In each instance, the chapter pro-

vides a framework for a pragmatic approach to such oversight.

An important early-twentieth-century justification for the creation of ad-

ministrative agencies was grounded in the Progressive notion of expertise.

Agencies were conceived of as “role-specific, problem-solving institutions”

whose neutrality and empirical approach to analysis of public policy prob-

lems could restrain special interest politics in the adoption of solutions to

those problems.2 A pragmatic approach rejects both of those premises. As the

preceding chapters of this book have indicated, agencies responsible for im-

plementing the federal risk regulation statutes typically engage in a process

of decision-making that is complex, multifactored, and multidisciplinary.

Moreover, regulators engaged in this process are subject to bounded ration-

ality. Thus “neutral” agency decision-makers are not capable in most in-

stances of ascertaining “correct” solutions through the application of empir-

ical evaluation.

O
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A pragmatic approach to risk regulation nevertheless draws on the Pro-

gressive tradition in the sense that it endorses deference to the exercise of

agency discretion. Because of the conditions of bounded rationality that often

surround questions about risk regulation policy, regulatory decision-making

inevitably requires the exercise of judgment. Regulators by and large are in a

better position to exercise the necessary judgment than are the public at large

or other government decision-makers, such as the President’s staff or mem-

bers of Congress.3 As Chapter 3 explains, that is because regulators (within the

career bureaucracy, at least) operate within a critical community of inquiry

that specializes in the scientific and policy details of risk regulation science in

a way that those other decision-makers can not and do not.

This comparative advantage, however, does not justify ignoring the role of

democratic accountability as a cherished tradition in this country. An essen-

tial task of a pragmatic system of risk regulation, therefore, is to strike a bal-

ance between the desire to reap the benefits that will accrue from affording

flexibility and discretion to agencies in the exercise of informed judgment

and the need to ensure the accountability of agency decision-makers.

Executive Oversight

The purpose of political oversight is not only to ensure consistency of the

agency’s judgments with governing legislative and administrative standards,

but also to provide the political branches an opportunity to alter the result

settled upon by the agency. If conducted appropriately, political oversight

should not only provide a check on unauthorized or arbitrary decision-

making but also enhance the legitimacy of the agency’s endeavors by putting

upon them the stamp of democratic accountability.

The potential for abuse of the political oversight process, however, should

not be overlooked. Political oversight can subvert the benefits of reliance on

agency expertise and judgment if the overseeing entity overrides agency tech-

nical judgments. Such subversion can occur, for example, when overseers al-

ter agency decisions without an appropriate empirical basis for doing so, or

when overseers ignore the extent to which the agency is capable of choosing

“optimal” solutions because of considerations of bounded rationality. Any

such abuse is likely to be exacerbated if the oversight is conducted in a man-



180 PROMOTING ACCOUNTABLE RISK REGULATION

ner that is designed to obscure rather than reveal the true substantive basis for

the overseer’s objections, or if it is immune from the same kind of public

scrutiny to which the agency’s deliberations were subject.

Degree of Proof

The first problem is the possibility that those engaged in oversight will

insist upon a degree of “proof” for agency regulatory policy decisions that is

inconsistent with the degree to which risk regulation policy questions are

subject to bounded rationality. One of the principal tasks of the Office of In-

formation and Regulatory Affairs (OIRA) since the 1980s has been to assess

agency compliance with presidential Executive Orders requiring agencies to

conduct cost-benefit analyses for major rules. As we have indicated in Chap-

ter 7, the advocates of cost-benefit analysis have sometimes pressed for the

adoption of a version of that analytical tool that is based on a model of com-

prehensive rationality that agencies engaged in risk regulation are unlikely to

be able to follow. At least to date, the literature does not support the claim

that an approach to regulation based on comprehensive analytical rationality

is likely to yield better regulatory policy than the more flexible standards re-

flected in most current risk regulation statutes. A more pragmatic form of ex-

ecutive oversight would assess agency performance against a relatively flexible

version of cost-benefit analysis that acknowledges bounded rationality. To

the extent that the statutory standard governing agency efforts to establish

appropriate levels of risk is designed to accommodate bounded rationality,

executive oversight that demands of the agency proof that it is incapable of

providing is also inconsistent with applicable law.4

Unidimensional Analysis

The second related problem is the possibility that the overseers will

place undue emphasis on one factor among the many that the agency consid-

ered in reaching its decision. Office of Management and Budget (OMB) over-

seers are usually economists, who may be inclined to consider a narrower ar-

ray of factors than agency personnel charged with the responsibility of taking

into account a broad range of values.5 Some of OMB’s critics have charged

that “in performing its review function, OIRA has focused almost exclusively
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on the cost of regulation and its economic impact.”6 One critic of OMB re-

view during the Reagan era described that process as one characterized by “a

myopic vision of the regulatory process which place[d] the elimination of

cost to industry above all other considerations.”7 If these perceptions are ac-

curate, then executive branch oversight has the potential to conflict with

pragmatism’s commitment to accommodating a wide range of social values

instead of allowing one—such as wealth maximization—to predominate. To

the extent that executive branch oversight insists upon determining the ap-

propriate level of protection against risk exclusively through a utilitarian cal-

culus, it displaces other forms of accommodating economic concerns and

other factors that, as we have argued in previous chapters, are more consistent

with widely shared social values.

Delay

The third problem relates to the potential for executive branch review

to cause inordinate delays in formulation and implementation of risk regula-

tion. In Chapter 7, we described how the pursuit of comprehensive analytical

rationality mandated by statute or Executive Order can paralyze efforts to

implement risk regulation. That kind of regulatory impact analysis can sig-

nificantly increase the level of resources agencies must commit to regulatory

assessments and provide incentives for regulated entities to procrastinate in

submitting relevant data to the agencies. The same kind of delay can result

from executive branch oversight of agency rulemaking initiatives, both di-

rectly and indirectly. Direct delays can result when an overseer such as OIRA

precludes an agency from issuing regulations pending executive branch re-

view.8 OMB’s critics charged that during the Reagan administration, OMB

engaged in a “war of attrition,”9 holding up regulations so that it could extract

substantive concessions from the promulgating agency in return for releasing

the rules.10 This practice at times afforded OMB “a de facto veto power” over

the regulations of agencies such as EPA.11 Indirect delays can result when the

targeted agencies seek to build a record that can stand up to the test of com-

prehensive analytical rationality, even if applicable statutes or Executive Or-

ders do not require them to do so, so that the resulting regulatory output can

pass muster with the overseeing entity.12
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Secret Oversight

The process of executive branch review of agency rules in the 1980s was

beset by another characteristic that is inconsistent with the standards of prag-

matic risk regulation described in Chapter 2. Executive branch review during

this period, particularly during the Reagan administration, was conducted

largely in secret. President Reagan’s Executive Order 12,291 required that OMB

conduct its review before the issuance of proposed regulations, thereby

“depriv[ing] the public of an opportunity to learn the unfiltered views of the

agency.” OMB’s reviews of agency rules were not included in the public rec-

ord, sometimes in violation of congressional directives requiring inclusion.13

“The Reagan orders contained no provisions governing disclosure or regula-

tion of communications between private parties and OIRA, or within the ex-

ecutive branch itself.”14 Considerable evidence supports the charge that OMB

“serve[d] as a conduit for relaying information and arguments ex parte from

the regulated industries to the agencies.”15 According to one critic, “Secrecy

pervade[d] virtually all of OMB review, and undisclosed industry lobbying of

OMB in some cases appear[ed] to influence OMB’s positions on EPA rules

under review.”16 Another critic charged that “the entire process operate[d] in

an atmosphere of secrecy and insulation from public debate that [made] a

mockery of the system of open participation embodied in the Administrative

Procedure Act.”17 The process, in short, was the antithesis of one that formu-

lates risk regulation policy by allowing citizens to form an effective commu-

nity of inquiry through public participation and open debate.

President Clinton, by issuing Executive Order 12,866,18 took some steps to

redress some of the most glaring defects in past executive oversight regimes.19

The Order, for example, established deadlines for completion of OIRA’s re-

view of regulations as a means of minimizing regulatory delay and ossifica-

tion. It restricted ex parte communications by allowing only the OIRA Ad-

ministrator to receive oral communications from people outside the execu-

tive branch and by requiring the presence of agency personnel whenever

OIRA personnel speak with those outsiders. OIRA was required to disclose

written communications it received from outsiders as well as written com-

munications between OIRA and the agency. As Professors Richard Pildes and

Cass Sunstein have indicated, these procedures opened up internal executive
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branch communications to public scrutiny and thereby “safeguard[ed] the

appearance and the reality of independence from private interests.”20 They

also reduced the risk that an agency would base its decisions on erroneous or

unreliable information.21

Intrusiveness

Finally, OMB review, particularly if it operates in secret, can engage in

oversight that is overly intrusive and beyond the capabilities of the overseers.

OMB’s review of OSHA’s formaldehyde rule during the Reagan administra-

tion illustrates this potential.22 A panel of the D.C. Court of Appeals re-

manded the rule back to OSHA because it had failed to explain why it had not

adopted a more protective regulation in light of the evidence in the record

that formaldehyde poses a risk of cancer to workers below the exposure limi-

tation established by the agency.23 After the remand, OSHA did adopt a more

restrictive regulation.24 OSHA was pressured by OMB to adopt the weaker

standard after OMB economists did their own risk assessment for formalde-

hyde, which OMB concluded posed a de minimis risk.25 This conclusion was

at odds with the conclusions of EPA; the American Conference of Govern-

ment Industrial Hygienists, a professional association composed largely of

hygienists employed by industry; and the International Agency for Research

on Cancer. Indeed, although the Formaldehyde Institute sought judicial re-

view of OSHA’s original standard, it did not challenge OSHA’s conclusion

that formaldehyde poses a significant risk of cancer to workers.

OMB’s attempt to pressure OSHA to adopt a less stringent formaldehyde

regulation illustrates how executive oversight can displace agency judgment

with uninformed, or relatively less informed, judgments by entities such as

OMB. It would hardly be appropriate to assume that all individuals engaged

in executive branch oversight are sufficiently ignorant that they are incapable

of engaging in good faith review of agency risk regulation policy decisions.

Pragmatism, however, suggests a wariness toward a system of executive over-

sight that empowers entities like OMB to override an agency’s judgment calls,

particularly concerning matters outside of OMB’s expertise, such as risk as-

sessment.
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Pragmatic Oversight

Executive oversight ought to be designed so that the focus is on the

matters most likely to fall within the competence of those assisting or re-

viewing agency regulatory policy decisions. As one of us has previously ar-

gued, “[p]residential oversight should have as its first priority the establish-

ment of a regulatory agenda, as its second priority the coordination of regu-

lation, and as its last priority the review of individual regulations.”26 The

President and his advisors are likely to provide the most valuable insights into

the “big picture” issues that fall into the first two categories. They are less

likely to have the expertise to provide meaningful input on the details of indi-

vidual regulations, and the dangers of the executive overseers falling prey to

special interests can be expected to be greater in the context of individual

regulations. Thus OIRA review should focus on matters such as whether an

agency’s regulatory agenda is consistent with the administration’s general

policy goals and whether the agencies are performing their regulatory respon-

sibilities in a timely manner.27 The latter function would enable the White

House to acquire the information it needs to assess whether an agency has

sufficient resources to implement its statutory responsibilities, formulate

agency budget requests in light of such an assessment, and seek additional

funding or necessary corrective legislation.28

To the extent that executive oversight involves the review of individual

regulations, it should not be designed to force agencies to displace multifac-

eted risk regulation standards (such as constrained or open-ended balancing)

with a unilateral focus on utilitarian criteria. A pragmatic version of executive

oversight would avoid insisting upon a level of analytical precision by the

agencies that is inconsistent with the inherent uncertainties that surround

much of risk regulation policy-making. Insistence upon comprehensive ana-

lytical rationality can serve to mask the reviewing entity’s own substantive bi-

ases.29 A pragmatic form of oversight would vest in agency decision-makers

flexibility concerning the means by which the agency chooses to accomplish

regulatory objectives established by statute or ordained by the President, and

afford deference to the factual and policy findings upon which regulatory

choices have been made.

Finally, the process by which the executive branch reviews the output of
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risk regulation agencies should be one that operates in the light of day in or-

der to minimize the threat of capture by special interests. In addition to the

reforms implemented by President Clinton, White House overseers should

be required to provide a written justification whenever they block an agency’s

issuance of a proposed or final rule, and agencies should be required to in-

clude in regulatory preambles a description of any significant changes that re-

sulted from executive branch oversight.30 And the White House should be re-

quired to publish regularly a list of all proposed or final rules in the process of

executive review and when those rules were submitted for review.31

Legislative Oversight

Broad delegations by Congress to administrative agencies of the authority to

adopt regulations and take other actions to minimize health, safety, and envi-

ronmental risks have been commonplace since the adoption of the Clean Air

Act in 1970. Even when Congress engages in broad assignments of policy-

making responsibility to agencies, however, it retains the ability to supervise

the exercise of that authority through a variety of oversight mechanisms.

These include control over the appointment of top agency officials, legislative

hearings to study the performance of agencies at which agency officials may

be subjected to extensive questioning,32 the allocation of funds to agencies

through the appropriations process, and statutory amendments.33

Like executive oversight, this form of political oversight has the capacity to

improve the work product of agencies engaged in risk regulation at the same

time as it promotes the legitimacy of that product by subjecting it to the con-

trol of a democratically elected institution. Also like executive oversight,

however, legislative oversight has the capacity to thwart a pragmatically de-

signed system of risk regulation. It is likely to do so if it proceeds without an

adequate informational foundation, ignores the bounded rationality that per-

vades efforts to adopt and implement risk regulation, divests agencies of the

flexibility they need to adjust to changes in circumstances and the acquisition

of new information, or precludes public participation in and opportunities

for public assessments of legislative policy-making through the use of non-

deliberative and secretive processes.
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Nonpragmatic Oversight

This section begins by providing examples of legislative oversight tech-

niques that have fostered or hindered the operation of a pragmatic risk regu-

lation system in recent years. It ends by setting forth a framework for a prag-

matic approach to legislative oversight that complements the framework for

executive oversight sketched out in the previous section.

Superfund Reform

As discussed earlier, the most common and persistent criticism of risk

regulation has been that it is inefficient in the sense that it fails to ensure that

the benefits of regulation exceed its costs. The Superfund program, created by

the Comprehensive Environmental Response, Compensation and Liability

Act (CERCLA), has been the poster child for the argument that federal risk

regulation is irrational.34 For years, the critics of CERCLA have complained

that it takes too long to accomplish a site cleanup and that the remedies for

contaminated facilities selected by EPA are unnecessarily expensive.35 The

Clinton administration responded to these criticisms in 1994 by proposing

reform of CERCLA to speed up the pace and lower the cost of cleanup.36 After

extensive congressional hearings, a consensus bill modeled largely on the

administration’s proposal emerged, but the bill died shortly before the ad-

journment of the 103rd Congress.37

The bill’s failure did not dampen widespread, bipartisan enthusiasm for it.

Senator Baucus, the chairman of the Senate Environment and Public Works

Committee, praised the progress made on the bill before adjournment, not-

ing particularly that negotiators on both sides of the aisle had “ended the

‘religious wars’ that divided the business and environmental communities,

and produced a bill they support.” Similarly, Michael Oxley, the ranking Re-

publican on the House Energy and Commerce Subcommittee on Transpor-

tation and Hazardous Materials, expressed disappointment over the failure to

adopt “a good bill” and blamed the minimum wage dispute for the bill’s de-

mise. Senator Baucus’s characterization of the breadth of support for the bill

was borne out when both the Environmental Defense Fund and the Chemical

Manufacturers Association (CMA) praised the defunct bill as one that would

increase consistency among cleanups, cut cleanup costs, and accelerate the
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pace of cleanups. A CMA spokesperson urged the yet-to-be-elected Congress

to “act as soon as possible to make Superfund reform a reality.” EPA Admin-

istrator Carol Browner noted the establishment of a “broad-based coalition

for reform” and expressed the administration’s commitment to building a

consensus as the best way to achieve Superfund reform.38

The chances for serious consideration of a consensus approach such as the

one nearly adopted in 1994 declined at the beginning of the 104th Congress

when Republican legislators proposed radical reforms of CERCLA. Just

months before, Michael Oxley had bemoaned the fate of the 1994 bill, which

he had characterized as a “good one.” Now he pledged himself to a complete

overhaul of CERCLA, claiming that “[if] we do our job right this year, the

product we come up with will be totally alien to what we now have.”39 The

political defections emboldened industry as well. Previous supporters of the

consensus bill, such as the CMA, now took the position that the 1994 bill

could be significantly improved by decreasing the cost of the remedies se-

lected on the basis of “hypothetical risk.”40 A spokesperson for the American

Insurance Association stated that the debate over CERCLA reform was “no

longer limited by fundamental philosophical assumptions.” The question was

no longer how to pay for the program, but instead “whether there is a super-

fund program.”

Despite the enthusiasm for gutting CERCLA, the federal affairs environ-

mental director for Chrysler Corporation warned that Congress needed to

“strike a middle ground” because “[if] you go too far one way or another, you

are not going to be successful.”41 The prediction proved to be accurate. The

change in the political environment made compromise impossible, and the

reform effort collapsed entirely. To this day, CERCLA’s remedy selection

provisions have not been amended, leaving in place the provisions that had

been roundly criticized before 1994.42

It is probably not fair to attribute the failure to amend CERCLA in the mid-

1990s to any one cause. Nevertheless, the shift from a pragmatic approach that

had garnered substantial support from politicians in both parties, environ-

mental groups, and important segments of affected industry to one that was

decidedly unpragmatic is certainly an important part of the story. The consen-

sus bill was the result of a lengthy information-gathering process that included

congressional hearings at which environmental, industry, and community-
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based groups all provided input. The resulting bill sought to strike a balance

between the goal of effectuating hazardous substance cleanups that reduce

health and environmental risks to acceptable levels, and the desire to avoid

cleanup requirements that were infeasible or unnecessarily costly. By com-

parison, the proposals introduced during the 104th Congress would have

skewed the cleanup process toward cost minimization at the expense of reme-

dial adequacy in a manner that was inconsistent with the prevailing approach

to risk regulation. The same legislative proposals would have subjected EPA’s

decisions about environmental remedies to judicial review at multiple points

in the process.43 Pragmatism favors accountability, but not through a process

that in practice is so laden with check points that it risks making it practically

impossible for agencies to carry out their responsibilities.

Appropriation Riders

The supporters of the Contract with America proposed a series of re-

forms concerning CERCLA and other environmental protection that would

have radically altered the landscape of environmental law in the United

States.44 Majority Whip Tom Delay, for example, proposed to repeal in their

entirety the 1990 amendments to the Clean Air Act.45 The upshot of this al-

teration almost certainly would have been a significant weakening of the

protections afforded to the public health and safety and the environment

through implementation of federal risk regulation. Aside from the Unfunded

Mandates Reform Act,46 none of the major components of the Contract’s en-

vironmental program were adopted. At bottom, the explanation for this re-

sult was the inconsistency between the goals of the would-be reformers and

the American public’s continued support for the environmental protection

endeavor that was then about twenty-five years old.

The response of the legislative critics of the existing system of risk regu-

lation represents legislative oversight at its worst. Unable to push through

weakening reforms after consideration and debate over the substantive merits

of their proposals, the critics went underground. They turned increasingly to

appropriations riders as a means of enacting reforms they were incapable of

adopting in the form of substantive legislation.

Environmental policy-making by appropriations rider was certainly not

the invention of the supporters of the Contract with America.47 For example,
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Congress used riders throughout the 1980s to restrict judicial review of timber

harvest plans adopted by the Forest Service and the Bureau of Land Manage-

ment (BLM) that, according to environmental groups, contravened a series

of environmental laws. A rider adopted in 1989, for example, provided that

the management of thirteen national forests known to contain northern

spotted owls would satisfy requirements under statutes such as the National

Environmental Policy Act (NEPA) and the Endangered Species Act as long as

management met the standards set forth in the rider.48 The rider also provided

that compliance with the guidelines for timber management it contained

would not be subject to judicial review.49 After the rider expired in 1990, the

federal Court of Appeals for the Ninth Circuit affirmed a series of lower court

decisions whose practical effect was to shut down the timber industry in the

old growth forests of the Pacific Northwest based on the Forest Service’s and

the BLM’s noncompliance with environmental statutes.50

Congress responded to the court’s decision by passing what was probably

the most notorious of the Contract-era appropriation bills with environ-

mental implications. In a 1995 supplemental appropriation bill, Congress

again restricted judicial review of the legality of timber sales with potentially

serious environmental impacts. The bill authorized the land management

agencies to award salvage timber sales, notwithstanding any other provision

of law, and precluded any court from enjoining certain categories of salvage

timber sales. Finally, it provided that timber sales conducted in accordance

with specified procedures would “be deemed to satisfy” all applicable federal

environmental and natural resources laws.”51 Riders were introduced in a va-

riety of other contexts, including attempts to bar the Fish and Wildlife Service

from listing additional species or making critical habitat designations under

the Endangered Species Act.52

Not all of the riders have been sponsored by Republican legislators. When

a federal district court declared the practice of mountaintop mining to be a

violation of the Clean Water Act and the Surface Mining Control and Recla-

mation Act,53 Democratic Senator Robert Byrd attached riders to pending ap-

propriations bills that, if enacted, would have reversed the decision.54 Nor

have all of the riders been designed to narrow the scope of environmental

protection and other risk regulation measures. In 1994, Congress passed a bill

that included a rider imposing a moratorium on the issuance of patents for
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federal lands containing hardrock minerals.55 The moratorium was subse-

quently extended several times.56

Policy-making by appropriations rider is inconsistent with the promotion

of accountable government. Appropriations riders are often tacked onto sub-

stantive legislation at the last minute, leaving little or no time for legislators to

inform themselves or the public about the substance of the riders, much less

debate their merits. Often the appropriations bill and the rider attached to it

are completely unrelated in subject matter. The 1995 salvage timber sale rider

was attached to a bill called the Emergency Supplemental Appropriations for

Additional Disasters, for Anti-Terrorism Initiatives, for Assistance in the Re-

covery from the Tragedy that Occurred at Oklahoma City, and Rescissions

Act, 1995.57 The riders are also often placed in legislation that totals hundreds

of pages, making the riders difficult, if not impossible, for the public to spot.

Further, policy-making by appropriations rider detracts from the role of

the President in the policy-making process. The practice of attaching unre-

lated riders to initiatives that are otherwise so popular as to be veto-proof in

effect prevents the President from weighing in on the substantive merit of the

rider. The Oklahoma City emergency relief bill is again illustrative. President

Clinton would have had a difficult time justifying a veto of a measure adopted

in the wake of the country’s outrage about the bombing of the federal building

in Oklahoma City on the basis of an obscure and unrelated rider dealing with

sales of salvage timber. Finally, appropriations riders that limit judicial review

of administrative decisions reduce the efficacy of that oversight technique.

It was perhaps for those reasons that William Reilly, who served as EPA

Administrator under the first President Bush, characterized the use of appro-

priations bills to limit EPA’s discretion to enforce environmental laws within

its jurisdiction as “a guaranteed recipe for disillusionment on the part of the

public.” Instead of confronting environmental policy issues in “the honest

way,” legislators chose to engage in the charade of leaving the substantive laws

unaffected but using riders such as the salvage timber sale rider to preclude

their enforcement.58 If pragmatism supports the development of public policy

through a process of open debate, inquiry, and participation by all appropri-

ate communities of inquiry, including the general public, then policy-making

by appropriations rider is the antithesis of pragmatic policy-making on risk

regulation matters.
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Pragmatic Oversight

A pragmatic system of legislative oversight of risk regulation begins,

then, by eschewing policy-making by appropriations rider. Such a system

conflicts with fundamental standards of pragmatic governance because, in

effect if not by design, it blocks communication on the policy issues at stake

and makes open debate on the merits difficult if not impossible. Policy-

making by appropriations rider therefore undermines democratic account-

ability.59

Several other components of pragmatic legislative oversight more or less

track the components of executive oversight discussed above. Part of the ra-

tionale for imposing on agencies regulatory impact analysis requirements is

to assist Congress in overseeing agency implementation of statutory man-

dates. Legislative oversight, however, should acknowledge the bounded ra-

tionality that is virtually ubiquitous when risk regulation policy matters are at

issue. Congressional ignorance of, or unwillingness to acknowledge, bounded

rationality may lead the legislature to fail to provide sufficient resources for

agencies to fulfill their responsibilities, as legislators underestimate the diffi-

culty of the tasks they have imposed on the agencies.60

Next, a pragmatic system of oversight seeks to fix specific, narrow prob-

lems that have been identified through experience with the implementation

of legislation. A pragmatic system of legislative oversight would be character-

ized by some of the same reliance on incremental change that we endorsed in

Chapter 8, in our discussion of back-end adjustments by the agencies. Con-

gress has demonstrated convincingly that it is capable of identifying and re-

sponding effectively to discrete practical problems in the implementation of

risk regulation (even though such change is not always readily achievable).

Several examples should be sufficient to make the point.

Pollution Control

When Congress adopted its first wave of pollution control legislation in

the early 1970s, it established a statutory standard for toxic water pollutants

and hazardous air pollutants that required EPA to protect the public health

with an ample margin of safety.61 Most of the substances that qualified as

toxic or hazardous, however, turned out to be known or potential carcino-



192 PROMOTING ACCOUNTABLE RISK REGULATION

gens. At the time, the consensus of scientific opinion was that it was impossi-

ble to identify a safe threshold level of exposure to a carcinogenic substance.

As a result, EPA’s choices were to promulgate zero-level emission standards

or forgo regulation under the relevant provisions of these two statutes. Un-

willing to impose regulations with potentially dramatic negative economic

consequences, EPA chose to virtually abandon regulation under the two pro-

visions.62 Eventually, Congress responded by altering the approach to the

regulation of both toxic water pollutants and hazardous air pollutants. In 1977

it authorized EPA to shift to a technology-based approach to the regulation of

toxic water pollutants.63 In 1990, Congress amended the Clean Air Act to shift

from a health-based to a technology-based approach to the regulation of haz-

ardous air pollutants.64

Safe Drinking Water

Another example of a focused congressional response to a risk regula-

tory statute arguably gone awry arose in the context of the Safe Drinking

Water Act. When Congress amended the statute in 1986, it established a series

of deadlines for EPA’s promulgation of national drinking water regulations

for eighty-nine contaminants identified by Congress itself. The new scheme,

unfortunately, produced unintended consequences. Because some of the

contaminants listed in the statute occurred so infrequently in public water

systems, the statute precluded EPA “from concentrating its resources on

regulating contaminants that pose the highest health risks.”65 In the Safe

Drinking Water Act Amendments of 1996,66 Congress responded by restoring

EPA’s flexibility to regulate drinking water contaminants that EPA perceives

as the ones that pose the highest health risks.67 Thus, faced with criticism that

the existing regulatory regime required EPA to regulate insignificant risks,

Congress in 1996 inserted a significant risk threshold into the statute.

The pre-1996 version of the Safe Drinking Water Act also spurred criticism

on the basis of its statutory standard. The statute required that EPA establish

enforceable maximum contaminant levels as close as was feasible to the level

at which no known or anticipated adverse effects on public health occurred,

allowing an adequate margin of safety. Congressional hearings convinced

legislators that this approach in some circumstances imposed large costs in
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exchange for small gains in public health protection. This was particularly

true for low-potency carcinogens that occurred at low concentrations.68 Con-

gress responded in the 1996 amendments by authorizing EPA to issue a

maximum contaminant level at less than the maximum feasible level if it

concludes that feasibility-based regulation is not cost-justified.69

Other Examples

Further examples of the adoption by Congress of amendments in re-

sponse to criticisms of the operation of risk regulation statutes include the

1990 amendments to the Clean Air Act. That statute included a new program

that responded to the arguments that market-based regulatory tools have the

potential to achieve pollution reduction goals more efficiently than tradi-

tional command-and-control regulation. The acid deposition control provi-

sions of the statute authorize the trading of SO2 emission allowances.70 Con-

gress has also reacted to charges that CERCLA’s liability scheme impaired the

extension of credit by institutional lenders and frustrated environmentally

beneficial recycling activities when it adopted the Asset Conservation, Lender

Liability, and Deposit Insurance Protection Act71 and the Superfund Recy-

cling Equity Act,72 respectively.

These statutory changes illustrate the potential for Congress to adopt in-

cremental changes as practical experience with risk regulation statutes reveals

flawed approaches, or as new information and ideas provide the potential for

regulatory improvements.73 The availability of this mechanism for eliminating

ineffective or counterproductive regulatory approaches ought to reduce the

pressure for Congress to pin down every statutory detail at the outset and

should enhance the legislature’s willingness to afford discretion to the agen-

cies to adopt the approaches they deem best suited to resolving particular risk

regulation problems.74

Judicial Oversight

The final piece of the oversight puzzle is judicial review of agency risk regula-

tion decisions. Congress usually accompanies broad delegations of discre-

tionary authority to an administrative agency, with a delegation to the courts



194 PROMOTING ACCOUNTABLE RISK REGULATION

of the authority to review the propriety of the agency’s exercise of that au-

thority.75 Judicial review of agency decisions has the potential to enhance the

accountability of agency decision-makers through invalidation of agency de-

cisions that are inconsistent with the terms of the authorizing statute, thereby

preserving the integrity of the policy decision reflected in the statute adopted

by an elected branch of government. Judicial review, for example, was viewed

by social activists in the 1960s and 1970s (including environmental public in-

terest groups) as a means of mitigating agency capture.76 The judges during

this period themselves sometimes articulated their role in these terms. Judge

James Oakes, for one, remarked that “a substantive judicial role is absolutely

essential if judges are to meet their serious constitutional obligation to check

abuses of agency discretion.”77 Similarly, Judge Skelly Wright, in the land-

mark Calvert Cliffs’ case, explained that the court’s duty was “to see that im-

portant legislative purposes, heralded in the halls of Congress, are not lost or

misdirected in the vast hallways of the federal bureaucracy.”78

The courts themselves, however, are not a politically accountable institu-

tion. Judicial activism, such as invalidation of an agency decision that is con-

sistent with statutory authorization but inconsistent with a judge’s individual

policy preferences, has the potential to infringe upon the policy-making

functions of the political branches of the government.79 Thus, Richard Pierce

has criticized a decision of the Court of Appeals for the District of Columbia

Circuit in which the court struck down EPA regulations that increased the

stringency of the national ambient air quality standards for ozone and par-

ticulate matter under the Clean Air Act:

Two unelected, life-tenured judges have decided that the United States should

forego the opportunity to save about 10,000 lives per year in order to save about

fifty billion dollars per year. Judges are the least politically accountable officials.

They are the worst possible choice of officials to make such fundamental policy

decisions in our system of constitutional democracy.80

One of the standards we have identified as a hallmark of a pragmatic pol-

icy-making regime is its effectiveness in enabling relevant critical communi-

ties of inquiry to participate in the process of open debate, inquiry, and

evaluation that promote good public policy. Agencies constitute one such

community of inquiry, while political and judicial oversight provide others.

The question, then, in evaluating the role of judicial review as a means of en-
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hancing democratic accountability, is whether the courts are likely to provide

assistance in that critical inquiry process and, if so, whether that assistance is

likely to be outweighed by any adverse consequences of judicial review.

At the inception of the environmental era, the judges tended to harbor few

doubts that they could provide a valuable function. Judge Harold Leventhal

spoke of “a unique three-way partnership between the legislature, executive

and judiciary” that was contemplated by Congress and reflected in the provi-

sions of statutes such as the Clean Air Act.81 According to Leventhal, the

agencies and the courts together constituted “a ‘partnership’ in furtherance of

the public interest.”82 Similarly, Judge Bazelon praised “the long and fruitful

collaboration of administrative agencies and reviewing courts” on environ-

mental regulatory matters.83

After more than two decades of experience with this collaboration, Judge

Patricia Wald continued to speak of a partnership between courts and agen-

cies, but she acknowledged that it was an “uneasy” one. The source of the un-

easiness, she claimed, was “the unavoidable and irreducible tension” between

the desire to establish through judicial review “a check on agency absolutism

or arrogance [as] a means of insuring that laws are actually carried out as in-

tended” by Congress, and “a deep-seated conviction, rooted in our constitu-

tional format of separation of powers, that the courts should not take control

of public policy from the two political branches.” Judge Wald seemed opti-

mistic that the courts were capable of drawing an appropriate line “between

obsequious deference and intensive scrutiny.” Although she conceded that the

dilemma would inevitably persist, she suggested that “an emphasis on prag-

matic flexibility over formalistic and abstract principle is particularly appro-

priate.”84 If judges paid attention to the likely impact of their decisions on

agency functioning, judicial review could fulfill its promise as a means of en-

hancing the accountability of administrative government.85 Similarly, Mark

Seidenfeld has expressed a preference for discrete “operational modifications”

to stringent judicial review as opposed to adoption of deferential review as the

best way to suffuse agency policy-making endeavors with flexibility “without

encouraging sloppy or nondeliberative agency decisionmaking.”86

Other observers have not been nearly as sanguine about the impact of ju-

dicial review on the implementation of legislation authorizing risk regulation.

Tom McGarity has postulated that stringent judicial review has contributed
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to an “ossification” of the agency rulemaking process through the imposition

on agencies of burdensome analytical requirements. McGarity asserts that

judges need to exercise caution in performing substantive review functions

because of the “clear limits to judicial competence in the area of highly scien-

tific and technical rulemaking,” the potential for stringent substantive review

to frustrate the achievement of congressionally articulated policies, and the

risk that rigorous review would hamper innovation and experimentation.

Adopting the metaphor of the “pass-fail prof,” McGarity urged courts en-

gaged in substantive review to view their role as “screening out bad decisions,

rather than ensuring that agencies reach the ‘best’ decisions.”87 More recently,

Frank Cross has argued in favor of an even more limited judicial role in re-

viewing administrative policy-making. Cross identified “five discrete patho-

logical effects of judicial review”:

The first effect is ossification, whereby unpredictable judicial requirements con-

siderably complicate and delay the promulgation of individual regulations. The

second effect is agenda disruption, through which judicial demands for agency ac-

tion undermine other actions that otherwise could have been taken through a

more coherent and effective planning process. Third, judicial review compels in-

efficient and ineffective agency allocation of resources, as agencies become more

concerned with surviving judicial review than with advancing their commissioned

agendas. Fourth, judicial review commonly fails to understand the political and

pragmatic limitations that agencies face, instead demanding an unachievable

“best” that is the enemy of an achievable “good” outcome. Fifth and finally, judi-

cial review results in poorer quality rules.

Cross thus denied any “pragmatic” justification for judicial review of admin-

istrative rulemaking.88

Our aim in this concluding section is to provide just such a pragmatic jus-

tification for at least a limited judicial oversight role in the implementation of

risk regulation, although the role we carve out for the courts is probably

closer to Professor McGarity’s “pass-fail prof” than it is to Judge Leventhal’s

notion of “partnership.” Pragmatism, as we have defined it, is committed to

the accommodation to the greatest extent possible of widely shared values in

the protection of the public health and the environment. Given the distrust of

government that forms an important part of the American experience, the

democratic accountability of government and a commitment to the rule of
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law are both values that are “part of ‘the nature and theory’ of American gov-

ernment.”89

The problem of designing a system for judicial oversight of agency risk

regulation decisions is that techniques that enable the courts to perform over-

sight functions that enhance the accountability of bureaucrats may frustrate

the achievement of risk regulation’s goals, as both Professors McGarity and

Cross have charged. Neither a system in which judicial oversight is eliminated

nor one in which the courts are permitted to engage in rigorous review of

agency decisions in a manner that hamstrings agencies in the pursuit of their

missions provides an acceptable accommodation of the relevant values. Nei-

ther, therefore, is pragmatic. Indeed, “the unavoidable and irreducible ten-

sion” referred to by Judge Wald makes the search for a system of oversight

that ensures fidelity to statutory commands while eliminating the risk of judi-

cial overreaching a quixotic one.

Instead of insisting upon the development of such an unrealistic ideal,

pragmatism dictates that judges take cognizance of the limits of their own

ability to understand risk regulation choices and defer to agency solutions

when the competence of agency decision-makers exceeds their own. It also

dictates judicial acknowledgment of the impact of bounded rationality on the

ability of agencies to justify their regulatory choices, and it compels that

judges refrain from imposing on agencies analytical burdens of proof that

agencies are not practically capable of sustaining. In such cases, the courts

should exercise deferential review that preserves the flexibility of agency deci-

sion-makers to exercise informed judgment. Finally, a pragmatic system of

judicial oversight should seek to enhance public participation in agency pol-

icy-making endeavors, consistent with congressionally imposed procedures.

As the following discussion illustrates, these components of a pragmatic sys-

tem of judicial oversight support a more or less intrusive judicial role de-

pending upon the context.

Policy Decisions

Perhaps the most difficult task of defining a pragmatic system of judi-

cial oversight concerns review of substantive policy decisions, such as those

reflected in agency regulations. We have previously described how the impo-

sition of prescriptive regulatory impact analysis requirements by Executive
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Order or legislation has tended to ossify the rulemaking process. Judicial re-

view can have similar effects. Professor McGarity has explained the phe-

nomenon in the following terms:

Fully aware of the consequences of a judicial remand, the agencies are constantly

“looking over their shoulders” at the reviewing courts in preparing supporting

documents, in writing preambles, in responding to public comments, and in as-

sembling the rulemaking “record.” Because they never know what issues dissatis-

fied litigants will raise on appeal, they must attempt to prepare responses to all

contentions that may prove credible to an appellate court, no matter how ridicu-

lous they may appear to agency staff. . . .

The predictable result of stringent “hard look” judicial review of complex

rulemaking is ossification. Because the agencies perceive that the reviewing courts

are inconsistent in the degree to which they are deferential, they are constrained to

prepare for the worst-case scenario on judicial review. This can be extremely re-

source-intensive and time-consuming.90

Similarly, Cass Sunstein has argued that aggressive judicial review can con-

tribute to delay and even discourage agencies from engaging in rulemaking

altogether.91

Judicial fly-specking of agency decision-making rationales thus poses a

risk that agencies straining to build impregnable support for their decisions

despite limited resources will become unable to fulfill their statutory mis-

sions. The problem is exacerbated if the courts insist upon a level of empirical

justification that agencies are incapable of providing because of the nature of

the issues involved. What Adrian Vermeule has said about the judiciary’s ap-

proach to the review of questions of statutory interpretation is also relevant to

review of the policy choices made by agencies in the implementation of risk

regulation statutes. “The critical questions are in many instances trans-

scientific (meaning that they are empirical but intractable), and even where

the questions are tractable courts lack the capacity to answer them.”92 If the

courts insist that agencies provide answers to these unanswerable questions,

the result is likely to be that agencies responsible for taking action to provide

protection of the public health and safety and the environment against risk-

creating activities will effectively be unable to do so, even if the authorizing

statutes take a form (such as constrained or open-ended balancing) that

Congress meant to accommodate bounded rationality.
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Corrosion Proof Fittings

Two oft-cited examples of this kind of unrealistic judicial expectation

are the decisions of the Court of Appeals for the Fifth Circuit in Corrosion

Proof Fittings93 and the Court of Appeals for the District of Columbia Circuit,

later reversed by the Supreme Court, in American Trucking.94 As discussed in

Chapter 7, the first case involved an EPA regulation under the Toxic Sub-

stances Control Act (TSCA) phasing out the use of asbestos-containing

products. The court found EPA’s cost-benefit analysis to be insufficient be-

cause, among other things, it relied too heavily on the unquantified benefits

that would accrue from the rule. The court also chastised EPA for its failure to

consider adequately the fact that some industries lacked substitute products

for asbestos, even though EPA did in fact consider that lack, concluded that

substitutes would be available before the ban took effect, and provided a

waiver provision in the event that the prediction turned out to be wrong. Fi-

nally, the court decided that EPA failed to demonstrate that the adverse ef-

fects of commercial substitutes for the banned products would not exceed

those attributable to continued use of the banned products, even though EPA

explicitly indicated that, given the known dangers of asbestos exposure, it was

unwilling to defer the ban pending the availability of more information about

the risks of exposure to likely substitutes.

Shortly after the case was decided, officials in EPA’s Office of Pollution

Prevention and Toxics predicted that the agency would most likely abandon

efforts to use its authority under TSCA to impose comprehensive chemical or

product bans.95 The prediction came to fruition as “EPA seems to have aban-

doned enforcement of [TSCA], largely as a result of intense judicial scrutiny

of EPA activity” in Corrosion Proof Fittings.96

American Trucking

American Trucking was a case in which a coalition of small businesses

challenged EPA’s issuance in 1997 of revised national ambient air quality

standards under the Clean Air Act for ozone and fine particulate matter.97 The

provision of the Clean Air Act relied on by EPA in issuing the revised stan-

dards gives EPA the authority to issue air quality standards that are “requisite

to protect the public health,” allowing an adequate margin of safety.98 The ap-
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pellate court held that EPA had failed to justify how the exposure levels it

chose met this statutory requirement.

According to the court, the problem was that EPA did not offer “any de-

terminate criterion for drawing lines.” EPA chose the regulatory levels by

considering the nature and severity of the health effects involved, the size of

the sensitive populations at risk, the types of health information available,

and the kinds and degrees of uncertainties that had to be addressed. The court

regarded the agency’s position, however, as nothing more than the “intuitive

proposition” that a more stringent standard than the pre-existing standard for

ozone would result in less harm to the public health. In other words, the

agency failed to indicate why it stopped where it did instead of at a higher or

lower concentration level.

The court recognized that the question was one of degree, but it found that

EPA offered “no intelligible principle by which to identify a stopping point.”99

In searching for a possible intelligible principle for EPA to supply on remand,

the court suggested that EPA consider the adoption of clinical criteria for the

definition of adverse health effects or an approach analogous to one used by

one state to determine eligibility criteria for Medicaid benefits, which involved

a ranking of treatments based on calculating the value of improvements in

“quality-adjusted life years” divided by the cost of treatment. As Professor

Richard Pierce recognizes, however, there is little apparent benefit to efforts by

EPA to translate each health effect into a common unit of measurement: “It is

simply another symptom of the science charade—requiring the illusion of

objectivity and quantitative precision in a context in which science is incapa-

ble of providing either.”100 The Supreme Court agreed, and it reversed the

Court of Appeals decision, finding that EPA’s exercise of authority “fits com-

fortably within the scope of discretion permitted by our precedent.”101

Zone of Reasonableness

Judicial oversight that serves the function of promoting agency ac-

countability need not be so heavy-handed. In other cases, including some de-

cided by the D.C. Circuit concerning implementation of the Clean Air Act,

the courts have recognized that “an appropriate margin of safety on a pollu-

tion control standard need not ‘spring from a bounty of definitive research as

the clear and sole appropriate standard.’ . . . Where the administrative record



PROMOTING ACCOUNTABLE RISK REGULATION 201

is inconclusive as to the ideal level at which to establish a standard, and sug-

gests a range of values, EPA acts within its discretion to select the appropri-

ate” level.102

This more deferential approach is more consistent with several related

components of a pragmatic approach to the implementation of risk regula-

tion. It acknowledges the bounded rationality that often faces policy-makers

in this field. It adopts a deferential posture toward the exercise of agency

judgment and the application of technical expertise, thereby leaving agency

decision-makers greater flexibility than one requiring agencies to justify each

choice as the single most optimal solution. And it takes account of the rela-

tive competencies of courts and agencies in addressing the implications of

bounded rationality.

A system of judicial oversight that affords agencies relatively broad discre-

tion is bound to result in some slippage. “Pass-fail” review may not detect

some instances of agency departures from legislative mandate. Pragmatism,

however, is satisfied with adjustments to existing institutional arrangements

that improve their performance, even if they do not measure up against some

theoretical but impractical ideal. Judicial review of the sort exercised by the

courts in Corrosion Proof Fittings and American Trucking seems more likely to

derail legislative initiatives, while more deferential review retains the potential

for holding agencies accountable to the electorate by identifying and revers-

ing decisions that are inconsistent with legislative directives, or that reflect se-

rious gaps in reasoning. Even deferential review, moreover, preserves an over-

sight role for the courts in overturning an agency’s statutory interpretation

when it conflicts with the terms of the agency’s enabling authority.

Political Realities

Another facet of a pragmatic approach to judicial oversight involves ju-

dicial recognition of the political constraints to which risk regulation agencies

are subject. Frank Cross insists that judicial review “consistently ignores the

external political and practical factors that must lie at the heart of effective

administrative action.” Because “[p]olitical realities critically constrain and

direct agency decisionmaking,”103 an agency operating under a statutory re-

gime that appears to vest in it relatively boundless authority may in reality

have a relatively narrow range of policy choices at its disposal.
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Whether or not Cross is correct that the courts “consistently” ignore po-

litical realities, there is no doubt that they do so in some cases. Political con-

straints were largely responsible for putting a halt to the efforts of both EPA

during the early 1980s and Congress during the mid-1990s to weaken envi-

ronmental protection standards. The presence of political constraints, in-

cluding the kinds of executive and legislative oversight techniques endorsed

earlier in this chapter, do not justify elimination of substantive judicial review

of the output of risk regulation agencies. The function of substantive review,

however, is not to provide an opportunity for individual judges to impose

their own political views on agencies that, though not composed of elected

officials, can nevertheless be made accountable through a mix of executive,

legislative, and judicial oversight techniques.

Unreasonable Delay

Other facets of judicial review involve tasks to which the courts tend to

be better suited. One way in which courts can enhance agency accountability

with relatively little risk that the courts will exceed the bounds of judicial

competence is to authorize the courts to require agencies to comply with clear

statutory duties that they have violated. We think, therefore, that a pragmatic

system of judicial oversight should include, as most risk regulation statutes

currently do, provisions authorizing action-forcing citizen suits to enforce

nondiscretionary duties or to otherwise prompt delinquent agency action.

A perfect example of the appropriate use of the judicial power to force

administrative agencies to take action that has been unjustifiably delayed is

the OSHA farm workers case.104 Representatives of farm workers petitioned

OSHA to adopt safety and health standards that would require employers to

provide toilets and drinking water facilities in the fields to prevent the spread

of contagious disease and to minimize the risk of exposure to pesticides on

the workers’ hands. Fourteen years after the filing of the petition, OSHA still

had not acted. Judge Wald regarded OSHA’s refusal to issue standards as in-

tractable. The court ordered OSHA to issue standards within thirty days to

“bring an end to this disgraceful chapter of legal neglect.”105

Similarly, the federal courts in the late 1990s responded to citizen suits

filed by environmental groups by ordering EPA to take steps to implement

the Clean Water Act’s state water quality standards program that were years
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overdue.106 One court, noting EPA’s thirteen-year delay in complying with its

statutory mandate to issue total maximum daily loads for water bodies not in

compliance with state water quality standards, concluded that “[w]hen such

dereliction occurs, it is up to the courts in their traditional, equitable, and

interstitial role to fashion the remedy.”107 The court upheld a lower court’s

order requiring EPA to prepare a report on water quality monitoring. In an-

other case, the court ordered EPA to take steps to implement the water qual-

ity standards program for a state that would have taken more than one hun-

dred years to fulfill its obligations if it continued to act at its current pace.108

These cases illustrate the salutary nature of action-forcing litigation as an

accountability-enhancing technique. Congress can establish a comprehensive

program to protect the public health and safety or the environment, but if the

agency fails to implement the program, the desired levels of protection will

not materialize. If an agency has failed to regulate because of neglect or hos-

tility to achievement of the mission that Congress has conferred upon it, a ju-

dicial order in response to a citizen petition is capable of preventing the

agency from subverting the statutory mandate by omission.

Empowering the courts to order agencies to comply with statutory duties

is certainly not without its costs. A court may contribute to resource misallo-

cation if it establishes a deadline for an agency to perform a task that the

agency has delayed because it regards the matter as a low priority. Compli-

ance with the court’s order may require the agency to shift resources away

from what the agency regards as more pressing tasks. The courts are often so-

licitous, however, to such agency explanations in fashioning timetables for

compliance.109 Because the focus of an action-forcing suit is on whether the

agency has justified its failure to act, the courts will generally be required to

steep themselves in technical, scientific, and policy questions to a lesser de-

gree than they must when they review the validity of the merits of an agency

action such as issuance of a rule.

Violation of Clear Statutory Duties

Another category of cases in which the issue of judicial competence is a

relatively unimportant one is citizen suits against regulated entities alleged to

be in violation of their statutory or regulatory obligations. In many cases, the

issue will be simply whether the defendant has exceeded the numerical limi-
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tations set forth in a discharge permit. Discharge reports filed by the defen-

dant may provide a definitive answer. Even where the issue is not that

straightforward, the courts will face the same task in determining whether a

violation has occurred (and if so, what the appropriate penalty should be) as

they do in enforcement actions brought by the government. Fashioning an

equitable remedy, moreover, is likely to require judgments similar to those

that courts have long been comfortable making in common law tort actions

such as nuisance suits.

Citizen suits of this sort serve a beneficial function because they supple-

ment government enforcement efforts in circumstances in which resource

shortages or lack of will to enforce make government enforcement inadequate

to redress statutory or regulatory violations. Justice Scalia, among others, has

raised concerns that citizen enforcement of environmental statutes has the ca-

pacity to infringe on the core power of the President to “take Care that the

Laws be faithfully executed.”110 The Supreme Court has not yet addressed the

issue in any depth.111 Most of the environmental statutes require those who

anticipate the filing of citizen suits to provide prior notice to federal and state

regulators and preclude such suits if a governmental entity initiates and dili-

gently pursues enforcement action of its own.112 In such cases, the argument

that citizen suits improperly intrude on executive prerogatives appears to turn

largely on whether the executive branch has a right to block prosecution of an

alleged violation that it had the opportunity but chose not to pursue.

Public Participation

One final role for the courts in a pragmatic system of judicial oversight

is to ensure the availability of legislatively created procedures that are de-

signed to enhance public participation in the risk regulation process. The

courts further pragmatism’s commitment to allowing citizens to form an ef-

fective community of critical inquiry when they force agencies to adhere to

the procedural requirements of statutes like NEPA. That statute, as Chapter 7

explains, was adopted not only to require agencies to consider the environ-

mental effects of their proposals before committing to them but also to re-

quire agencies to reveal the substance of their deliberations to the public. The

statute itself promotes public participation by requiring agencies to solicit the

input of state and local agencies and make environmental impact statements
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available to the general public.113 The Council on Environmental Quality’s

implementing regulations require agencies to circulate impact statements to

any person or organization that requests the information.114 The courts can

play a useful role by ensuring that agencies make these required opportuni-

ties for public participation available. Moreover, review for procedural com-

pliance poses none of the risks of institutional incompetence that attach to

review of the substance of agency decisions.

The public cannot seek the assistance of the courts in enforcing statutory

procedures (or, for that matter, in reviewing the substance of agency decisions)

unless it has access to a judicial forum. The most controversial means by which

the courts have deprived private citizens of access to the courts in environ-

mental litigation has been the doctrine of standing to sue. During the 1990s,

the Supreme Court made it increasingly difficult for private citizens and en-

tities such as public interest groups to demonstrate their standing to sue. The

Court’s grudging approach to standing was reflected in its interpretation of

relevant constitutional115 and statutory116 provisions. The Court seemed more

accommodating in its approach to standing in cases initiated by regulated en-

tities.117 In two recent cases, however, the Supreme Court has allowed more

access to the federal courts.118 It is unclear whether these latest cases indicate

that the Supreme Court intends to reverse its prior, more restrictive trend.

By itself, a set of standing principles that limit citizen input into the im-

plementation and enforcement of risk regulation conflicts with pragmatism’s

commitment to the availability of methods of holding agencies accountable

that promote public participation. The adverse effects of narrowed standing

for intended regulatory beneficiaries become exacerbated when coupled with

a broader set of standing rules for regulated entities such that the latter have

preferential access to the courts as an overseeing entity. Pragmatism favors

readily available access to the courts by regulatory beneficiaries and regulated

entities alike, within the fairly interpreted limits set forth in the Constitution

and by statute.

Conclusion

The framework for pragmatic oversight of risk regulators described in this

chapter is designed to promote the basic standards of pragmatic policy-
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making described in Chapter 3 and referred to in subsequent chapters of this

book. The essential underpinnings of that framework can be applied equally

to all three branches of the federal government. All three sources of oversight

should perform their review functions in a manner that takes account of the

bounded rationality to which risk regulation agencies tend to be subject.

Oversight mechanisms for the executive, legislative, and judicial branches

alike should be designed and applied in a way that takes advantage of the rel-

ative competence of the overseers and agency decision-makers. In areas that

call for the application of agency technical expertise or policy judgment, a

deferential oversight posture that preserves agency flexibility is generally ap-

propriate. Finally, oversight should promote rather than hinder the creation

of an effective critical community of inquiry among the general public. Gen-

eral though these principles are, they are capable of providing guidance in the

development of an effective system of oversight that enhances the legitimacy

of agency work product by fostering accountability.
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appendix i

Nondiscounted Estimates: Methodology

1.  Hazardous Waste Listing for Wood-Preserving Chemicals (EPA: 1990): EPA es-

timated that the rule would prevent three hundred cancer cases over three hundred

years, or 1.0 cancer case per year. EPA’s calculation equates cancer cases with prema-

ture deaths averted. EPA estimated that total national compliance costs were between

$11 million and $14 million. Upper bound estimate: $14 million/1.0 death averted = $14

million/death averted. Lower bound: $11 million/1.0 death averted. See 55 Fed. Reg.

50,450 (1990). The benefit calculation excludes environmental protection.

2.  Atrazine/Alachlor Drinking Water Standard (EPA: 1991): The regulation prom-

ulgated by EPA established maximum contaminant levels (MCLs) for thirty synthetic

organic and seven inorganic chemicals, including Atrazine, Alachlor, and 1,2 Dichlo-

ropropane. EPA’s cost and benefit estimates in the Federal Register were for all thirty-

seven chemicals. EPA estimated that compliance with MCLs for the synthetic organic

chemicals would prevent seventy cases of cancer per year. The estimate equates cases of

cancer with cancer deaths. EPA estimated that the annualized cost was $88 million for

water systems in compliance with a prior EPA regulation. There was a one-time cost of

$39 million for unregulated contaminants. Estimate: $88 million + $39 million = $127

million/70 cancer deaths = $1.81 million per life saved. The cost for water systems that

were not in compliance with the prior EPA regulation was considerably higher. EPA

did not break out in the Federal Register costs attributable to the new regulation for

such water systems. See 56 Fed. Reg. 3526, 3576 (1991).

3.  1,2 Dichloropropane Drinking Water Standard (EPA: 1991): See note 2.

4.  Benzene NESHAP (Revised: Waste Operations) (EPA: 1990): EPA estimated

that the regulation would reduce the residual incidence of leukemia from 0.6 case/year

to 0.05 case/year, or that it would save 0.55 cancer case/year. EPA assumed that indi-

viduals would be exposed for seventy years. The estimate equates cancer cases with

lives saved. Over seventy years, the regulation would save 38.5 lives (0.55 × 70). EPA es-

timated the capital cost to be $250 million and the annual cost to be $87 million. The

cost estimate is $250 million + $6,090 million ($87 million x 70) = $6,340 million. The
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cost per life saved is $6,340 million/38.5 lives = $164.68 million/life saved. See 55 Fed.

Reg. 8292 (1990).

5.  Asbestos Ban (EPA: 1989): The rule was remanded by the D.C. Circuit and never

went into effect. See Corrosion Proof Fittings v. EPA, 947 F.2d 1201 (5th Cir. 1991). EPA

estimated that the asbestos ban would result in the avoidance of at least 202 quantifi-

able cases of lung and gastrointestinal cancer and mesothelioma over a thirteen-year

period when benefits are not discounted. The calculations equate a cancer case with a

premature death averted. EPA estimated that the present value of the total costs at a

discount rate of 3.0 percent would be between $458.89 million and $806.51 million for

thirteen years. The future value of the costs in thirteen years at 3.0 percent com-

pounded interest is $674.1 million and $1,184.8 million. Upper bound estimate: $1,184.8

million/202 lives saved = $5.87 million/life saved. Lower bound estimate: $674.1 mil-

lion/202 lives saved = $3.34 million/life saved. See 54 Fed. Reg. 29,460, 29,484–85 (1989).

Benefit and cost estimates are for the entire rule; estimates of the cost per life saved

concerning the ban of specific products are higher. See 947 F.2d at 1222.

6.  Lockout/Tagout (OSHA: 1989): OSHA estimated the cost per death averted was

$1.2 million. After adjustment for additional benefits to employers (i.e., less lost pro-

duction time, less cost in preparing insurance claims and accident reports, and less in-

efficiency, a result of replacing injured workers), OSHA estimated the cost per death

averted fell to $0.19 million. See 54 Fed. Reg. 36,644 (1989).

7.  Benzene NESHAP (Revised: Transfer Operations) (EPA: 1990): EPA estimated

that the regulation would reduce the residual incidence of cancer from 1.0 case/year to

0.02 case per year, or that the regulation would prevent 0.98 case of cancer per year.

The estimate equates cases of cancer with cancer deaths. EPA assumed that persons

would be exposed for a seventy-year period. Over the seventy years, the regulation

would prevent 68.6 deaths. EPA estimated that the annual cost was $30 million and the

capital cost was $167 million. The total cost over seventy years is $167 million + $2,100

million (70 × $30 million) = $2,267 million. The cost per life saved is $2,267 mil-

lion/68.6 deaths saved = $33.0 million/life saved. See 55 Fed. Reg. 8292 (1990).

8.  EPA estimated that the rule would avoid 1–3 cancer cases per year. The estimate

equates cancer cases with deaths avoided. EPA estimated that the present value of

capital costs (annualized over a twenty-year lifetime at a discount rate of 3.0 percent)

ranged between $42 million and $407 million for a select group of refineries. The

agency estimated the total annualized costs for all refineries to be in the range of $57

million to $131 million per year. The estimate assumes that the annualized estimate in-

cludes capital costs. Upper bound estimate: $131 million/1 life saved = $131 million.

Lower bound estimate: $57 million/3 lives saved = $19 million/life saved. See 55 Fed.

Reg. 46,354 (1990).

9.  Benzene Occupational Exposure Limit (OSHA: 1987): OSHA estimated that
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over forty-five years the rule would cause a reduction of 230 leukemia deaths and 96

aplastic anemia deaths, or 326 deaths averted. OSHA estimated the total annualized

cost to be $24.0 million or $1,080.0 million over forty-five years ($24.0 million x 45).

The cost per death averted is $1080.0 million/326 = $3.31 million/death averted. See 52

Fed. Reg. 34,460, 34,511, 34,516 (1987). This estimate does not include some health

benefits. OSHA’s analysis does not account for decreases in health conditions other

than leukemia and aplastic anemia and improved health for employees who were ex-

posed to benzene in circumstances not analyzed in the rulemaking proceeding. See 52

Fed. Reg. 34,460, 34,511, 34,516 (1987).
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Discounted Estimates: Methodology

1.  Formaldehyde Occupational Exposure (EPA: 1991): OSHA estimated that the

regulation would cost $64.2 million per year. For “illustrative purposes,” the agency

estimated that the regulation would save between 6.5 and 47.5 lives that would have

been lost to cancer over a forty-five-year exposure period. Finally, OSHA determined

that the regulation would produce monetary benefits of $41.2 million from cost sav-

ings resulting from avoided cases of respiratory irritation and dermatitis. The net an-

nual cost = $64.2 (annual cost) – $41.2 million (nonfatality monetary benefits) = $23

million. See Lisa Heinzerling, “Regulatory Costs of Mythic Proportions,” 107 Yale Law

Review 1981, 2026, 2026 n. 285 (1998); 52 Fed. Reg. 46,168 (1987). The regulation would

produce an annual reduction in lives saved per year of between 0.14 (6.5/45) and 1.06

(47.5/45). Assuming that the annual cost was $23 million per year and the annual

benefit was 0.14 life saved, the present value of the cost of the lives saved equals $164

million/life saved ($23 million/0.14). Assuming that the annual cost was $23 million

per year and the annual benefit was 1.06 lives saved/year, the present value of the cost

of the lives saved equals $21.7 million per life saved ($23 million/1.06).

2.  Benzene NESHAP (Revised: Waste Operations) (EPA: 1990): EPA estimated

that the regulation would reduce the residual incidence of leukemia from 0.6 case/year

to 0.05 case/year or that it would save 0.55 cancer case/year. EPA assumed individuals

would be exposed for seventy years. The estimate equates cancer cases with lives saved.

EPA estimated the capital cost to be $250 million and the annual cost to be $87 million.

See 55 Fed. Reg. 8292 (1990). The present value of 0.55 life per year for seventy years is

20.62 lives. The present value of an annual cost of $87 million for seventy years is

$3,262.4 million. The present value of costs is $3,262.4 million (annual costs) + $250

million (capital costs) = $3,512.4 million. The present value of cost per life saved =

$3,512.4 million/20.62 = $170.3 million/life saved.

3.  Asbestos Ban (EPA: 1989): EPA estimated that the asbestos ban would result in

the avoidance of at least 148 quantifiable cases of lung and gastrointestinal cancer and

mesothelioma over a thirteen-year period when benefits are discounted at 3 percent.

The calculations equate a cancer case with a premature death averted. EPA estimated
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that the present value of the total costs at a discount rate of 3.0 percent would be be-

tween $458.89 million and $806.51 million for thirteen years. Upper bound estimate:

$806.51 million/148 = $5.45 million per life saved. Lower bound estimate: $458.89 mil-

lion/148 = $3.1 million per life saved. See 54 Fed. Reg. 29,460 (1989). Benefit and cost

estimates are for the entire rule; estimates of the cost per life saved concerning the ban

of specific products are higher. See Corrosion Proof Fittings, 947 F.2d at 1222. EPA did

not estimate the reduction in the number of asbestosis cases or cases of other diseases

avoided. In addition, the benefits of the rule did not include losses resulting from lost

work days or medical care costs. 54 Fed. Reg. at 29,468.

4.  Lockout/Tagout (OSHA: 1989): OSHA estimated that 1,530 fatalities would oc-

cur over 10 years in the absence of regulation, 54 Fed. Reg. at 36,684, and that its rule

would prevent 85 percent of the total number of injuries, or 1,300 total fatalities. The

regulation therefore saves 130 fatalities per year over 10 years. The present value of

130 lives saved per year for 10 years is 1,167.8 lives saved. OSHA estimated that the

capital costs were $214.30 million and the annual costs were $135.4 million. The pres-

ent value of $135.4 million in annual costs for 10 years is $1216.30. The present value

of the total costs is $214.30 million + $1216.30 million = $1430.60 million. The present

value of the cost per life saved is $1430.60 / 1, 167.8 = $1.23 million. See 54 Fed. Reg.

36,644 (1989).

5.  Benzene NESHAP (Revised: Transfer Operations) (EPA: 1990): EPA estimated

that the regulation would reduce the residual incidence of cancer from 1.0 case/year to

0.02 case per year or that the regulation would prevent 0.98 case of cancer per year.

The estimate equates cases of cancer with cancer deaths. EPA assumed that persons

would be exposed for a seventy-year period. EPA estimated that the annual cost was

$30 million and the capital cost was $167 million. See 55 Fed. Reg. 8292 (1990). The

present value of 0.98 life saved per year over seventy years is 36.75 lives. The present

value of an annual cost of $30 million over seventy years is $1,124.75 million. The pres-

ent value of the costs is $1,124.75 million + 167 million (capital costs) = $1,291.75 mil-

lion. The present value of the cost per life saved is $1,291.75 million/36.75 lives = $35.14

million per life saved.

6.  Cover/Move Uranium Mill Tailings (Inactive Sites) (EPA: 1983): EPA estimated

that the rule would prevent two hundred potential premature deaths over one hun-

dred years or two lives per year. EPA estimated that the total cost of the rule was $314

million over seven years or $44.86 million per year. Heinzerling, “Regulatory Costs,”

2031; see 48 Fed. Reg. 590, 596–97 (1983). The present value of two lives per year for one

hundred years is 86.2 lives saved. The present value of $44.86 million over seven years is

$290.32 million. The present value of the cost per life saved is $290.32 million/86.2 =

$3.37 million.

7.  Arsenic/Copper NESHAP (EPA: 1986): OSHA estimated that its regulation
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would prevent 457–871 cancers over a fifty-year period. The estimate equates cancer

cases with deaths avoided. A reduction of 457 premature deaths over fifty years is 9.14

deaths per year and a reduction of 871 deaths over fifty years is 17.42 deaths per year.

OSHA estimated the total annualized cost to be $35.45 million. Heinzerling, “Regula-

tory Costs,” 2036; see 49 Fed. Reg. 25,734, 25767–68 (1984). Assuming an annual cost

per year for fifty years of $35.45 million and a reduction of 9.14 deaths per year, the

present value of the cost of the lives saved is $3.88 million per life saved ($35.45 mil-

lion/9.14). Assuming an annual cost for fifty years of $35.45 million and a reduction of

17.42 lives saved per year, the present value of the cost of the lives saved is $2.04 million

per life saved ($35.45 million/17.42). Analysis does not account for reduction of “seri-

ous and significant” risks of health effects (including decreased risk of spontaneous

abortion, neotoxicity, decreased fertility, decreased sperm count and motility,

mutagenicity, and chromosomal aberrations). 49 Fed. Reg. at 27,768.

8.  Ethylene Oxide Occupational Exposure Limit (OSHA: 1984): OSHA estimated

that its regulation would prevent 457–871 cancers over a fifty-year period. The estimate

equates cancer cases with deaths avoided. A reduction of 457 premature deaths over

fifty years is 9.14 deaths per year, and a reduction of 871 deaths over fifty years is 17.42

deaths per year. OSHA estimated the total annualized cost to be $35.45 million. Heinz-

erling, “Regulatory Costs,” 2036; see 49 Fed. Reg. 25,734, 25767–68 (1984). Assuming an

annual cost per year for fifty years of $35.45 million and a reduction of 9.14 deaths per

year, the present value of the cost of the lives saved is $3.88 million per life saved ($35.45

million/9.14). Assuming an annual cost for fifty years of $35.45 million and a reduction

of 17.42 lives saved per year, the present value of the cost of the lives saved is $2.04 mil-

lion per life saved ($35.45 million/17.42). Analysis does not account for reduction of

“serious and significant” risks of health effects (including decreased risk of spontane-

ous abortion, neotoxicity, decreased fertility, decreased sperm count and motility,

mutagenicity, and chromosomal aberrations). 49 Fed. Reg. at 27,768.
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258 NOTES TO CHAPTER 9

regulatory relief prevented executive oversight from assessing whether regulatory de-

cisions would maximize net benefits to society.

8. Several courts held that OMB lacks the power to delay issuance of agency rules

beyond statutory deadlines. See, e.g., NRDC v. EPA, 797 F. Supp. 194 (D. Ariz. 1994);

EDF v. Thomas, 627 F. Supp. 566 (D.D.C. 1986).

9. Sidney A. Shapiro, “Political Oversight and the Deterioration of Regulatory

Policy,” 46 Administrative Law Review 1, 11 (1994).

10. Thomas O. McGarity, Reinventing Rationality: The Role of Regulatory Analysis

in the Federal Bureaucracy 282 (1991).

11. Erik D. Olson, “The Quiet Shift of Power: Office of Management and Budget

Supervision of Environmental Protection Agency Rulemaking under Executive Order

12,291,” 4 Virginia Journal of Natural Resources 1, 43 (1984).

12. One observer described the pattern as one in which agencies add additional

layers of analysis to the rulemaking process, creating significant delays, as they

“become increasingly defensive about their rules” because of “fear of negative OMB

reaction.” Morrison, “OMB Interference,” 1065.

13. Percival, “Checks without Balance,” 151 (citing Clean Air Act provision, 42

U.S.C. §7607[d][4][B][ii]).

14. Richard H. Pildes and Cass R. Sunstein, “Reinventing the Regulatory State,” 62

University of Chicago Law Review 1, 17 (1995).

15. McGarity, Reinventing Rationality, 285. See also Olson, “Quiet Shift,” 57.

16. Olson, “Quiet Shift,” 4.

17. Morrison, “OMB Interference,” 1064.

18. Exec. Order No. 12,866, 58 Fed. Reg. 51,735 (1993), reprinted in 5 U.S.C. §601
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20. Pildes and Sunstein, “Reinventing the Regulatory State,” 22–23. For further

discussion of these aspects of Executive Order 12,866, see Shapiro, “Political Over-

sight,” 36–38.

21. Shapiro, “Political Oversight,” 27.
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